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Abstract  The prediction of impending earthquakes undoubtedly remains one of the most pursued goals of modern seismology. Within the framework of a deterministic description of earthquake faulting, the initial state of the fault system and the choice of the governing model describing its rheological behavior play a fundamental role in the description of the earthquake recurrence. In classical models of faulting, this initial state is basically described by the initial shear-stress distribution (prior to the next earthquake event) and by the initial sliding velocity. In this paper, by assuming a rate-, state-, and temperature-dependent rheology, we investigate whether the initial thermal state of the fault can also have a significant role in earthquake dynamics. Our numerical results clearly demonstrate that the initial temperature greatly influences the coseismic slip (and thus the earthquake magnitude), the released stress (and thus the radiated energy), and the interevent time (i.e., the earthquake recurrence). Despite the remaining issues on the concept of earthquake cyclicity, our results can contribute to the lively debate on the deterministic hazard assessment, illuminating that the temperature field also plays a fundamental role in earthquake dynamics, not only because it controls possible phase changes and the chemical environment of the fault zone, but also because it affects the response of a brittle fault and earthquake cycles.

Introduction

In recent years, a large emphasis has been placed on the thermal properties of the fault zones, as well as on the potential role of the temperature during coseismic slip (e.g., Chester and Higgs, 1992; Fialko, 2004). The seminal paper on the heat-flux paradox by Lachenbruch (1980) and the apparent scarcity of pseudotachylytes (Sibson, 2003; see also Kirkpatrick et al., 2009) motivated studies modeling the frictional heat produced during seismic sliding. Recent theoretical studies on the spontaneous propagation of earthquake ruptures on 3D faults revealed that melting of rocks and fault gouge is likely to occur even with the inclusion of the thermal pressurization of pore fluids (Bizzarri and Cocco, 2006a,b). Moreover, the dramatic fault weakening at high slip rates predicted by the flash heating of microasperity contacts is not able to avert melting (Bizzarri, 2009). Despite the large number of fault-governing models presented in the literature (see Bizzarri, 2011c for a thorough review), the only constitutive law able to avoid the melting is a slip- and velocity-weakening friction law (Sone and Shimamoto, 2009; Bizzarri, 2010a), for which the fault weakening is so dramatic that it cannot be counterbalanced by the resulting enhanced slip velocities. Indeed, both thermal pressurization of pore fluids and flash heating predict not only a very dramatic stress drop, but also a very high peak in fault slip velocity, so that the final result is that melting temperature is very often exceeded, unless the slipping zone (where the deformation is concentrated) is extremely large (Bizzarri and Cocco, 2006b; Bizzarri, 2009). When melting occurs, the rheological behavior of the fault zone no longer obeys the Coulomb–Amonton–Mohr formulation, in that a viscous rheology is needed to describe the traction evolution during the ongoing rupture propagation (see Bizzarri, 2011a, and references cited therein).

It is well known that the initial state of a fault, expressed in terms of the sliding velocity \( v_0 \) and shear distribution \( \tau_0 \), plays a fundamental role in predicting the behavior of that fault (e.g., the time occurrence of an instability), and, at the same time, it represents the most serious limitation in a deterministic approach to describing the earthquake faulting mechanisms (Bizzarri, 2012). The main aim of the present paper is to explore whether the initial thermal state of the fault (namely the initial temperature \( T_0 \)) also plays an important role in the determination of repeated slip failures on the same seismogenic structure and in the overall dynamics of the fault.

Methodology

In this paper we employ the same fault model considered in Crupi and Bizzarri (2013); we simulate the traction evolution on the fault surface by adopting the simple one-degree-of-freedom spring-slider analog fault system, described by the following equation of motion:

\[
m\ddot{u} = k v_{\text{load}} t - ku - \tau - c\dot{u},
\]
In equation (1), \( m \) is the mass (per unit surface) of the fault, \( k \) is the elastic constant of the spring (mimicking the elastic behavior of the medium in which the fault is embedded), \( v_{\text{load}} \) is the loading velocity (which basically expresses the loading rate of tectonic origin acting in the considered fault system), \( t \) is the time, \( u \) is the displacement (which in more elaborated continuum models is the fault slip, i.e., the displacement discontinuity across the fault interface; Bizzarri and Cocco, 2005) and \( \tau \) is the frictional resistance (which is analytically expressed by the adopted governing model). Moreover, the overdots represent the time derivative of \( u \), and the last term appearing in (1) is the so-called radiation-damping term (which represents the energy lost during the sliding in terms of propagating seismic waves; Rice, 1993). The quantity \( c \) is a constant, depending on the rigidity of the elastic medium \((G)\) and on its S-wave velocity \((v_S)\) \((c \equiv \frac{2\pi \chi}{v_S})\).

The equation of motion (1) is complemented by the fault-governing model; here we assume the following version of a rate- and state-dependent friction law:

\[
\begin{aligned}
\tau &= \left[ \mu_* + a \ln \left( \frac{\nu_*}{L} \right) + b \ln \left( \frac{\Psi}{T_*} \right) + \frac{Q_*}{R} \left( \frac{1}{T_*} - \frac{1}{T} \right) \right] \sigma_n^{\text{eff}}, \\
\frac{d}{dt} \Psi &= -\frac{\Psi}{T_*} \left( \frac{\Psi}{T_*} \right) + \frac{Q_*}{R} \left( \frac{1}{T_*} - \frac{1}{T} \right) \\
\end{aligned}
\]

(2)

Equation (2) can be regarded as a generalization of the Ruina–Dieterich (RD) model (Ruina, 1983) written as equation (39) in Bizzarri (2011c), which incorporates an explicit dependence on the absolute temperature \( T \) developed by frictional heat (Chester and Higgs, 1992), so that \( \tau = \tau(\nu(t), \Psi(t), T(t)) \). The present formulation is analogous to equation (48) in Bizzarri (2011c), which in turn is written for the state variable \( \Theta \) of Ruina (1983) instead of the state variable \( \Psi \) of Dieterich (1978). These two state variables \((\Theta \text{ and } \Psi)\) are intimately related (see equation 38 in Bizzarri, 2011c), so that the two formulations of the governing model are equivalent.

The basic physical foundation-governing model (2), which is empirical in its origin, is that an Arrhenious relationship of the form \( d(\ln(\nu))/d(1/T) = -Q/R \) is attributed to the slip rate to describe the thermally activated micromechanisms during the coseismic slip. An alternative point of view is that of Nakatani (2001), who interpreted the dependence of the frictional resistance of the contacting interface on the temperature through a linear variation of the constitutive parameter \( a \) for the increasing temperature at contacts.

The quantities \( \mu_* \) and \( \nu_* \) in equation (2) are reference values of the friction coefficient and of the sliding velocity, respectively; \( a \) and \( b \) are constitutive parameters that express the direct and the evolution effect of friction, respectively; and \( L \) is the characteristic distance for the state variable evolution. Moreover, \( \sigma_n^{\text{eff}} \) is the effective normal stress (assumed to be constant through time in this study); \( R \) is the universal gas constant; \( Q_a \) and \( Q_b \) are apparent activation energies pertaining to the direct and evolution effect respectively; and \( T_* \) is a reference value for the temperature \( T \). In this paper, we assume that \( T_* = T_0 \) (i.e., the temperature at \( t = 0 \)). We also assume that \( Q_a = Q_b \), as previously done by Chester (1994), Blanpied et al. (1998), Kato (2001), and Bizzarri (2010b).

If we indicate with \( \Delta T \) the temperature change \((\Delta T = T - T_0)\), the last term appearing in equation (2) can be conveniently written as

\[
\frac{1}{T} - \frac{1}{T_*} = -\frac{\Delta T}{T_0(T_0 + \Delta T)} < 0,
\]

(3)

which emphasizes the explicit dependencies of \( \tau \) (and of \( \Psi \)) on both the initial temperature and the temperature change.

The temperature field is computed as follows (McKenzie and Brune, 1972; Kato, 2001):

\[
T(t) = T_0 + \frac{1}{2C \sqrt{\pi \chi}} \int q(t') \sqrt{t - t'} dt',
\]

(4)

so that

\[
\Delta T(t) = \frac{1}{2C \sqrt{\pi \chi}} \int q(t') \sqrt{t - t'} dt',
\]

(5)

where \( C \) is the heat capacity of the bulk composite for unit volume and \( \chi \) is the thermal diffusivity.

The quantity \( q \) in equations (4) and (5) is the heat-input term, written as

\[
q(t') = \tau(t') \nu(t'),
\]

(6)

which accounts for the slip velocity and traction histories. As discussed by Bizzarri (2010c), equations (4) and (6) are known to maximize the effects of the frictional heat, compared to other models that incorporate a characteristic length of the fault thickness (Fialko, 2004; Bizzarri and Cocco, 2006a,b). Indeed, in the present paper, we use an infinitesimal fault zone, which assumes that all the deformation (and the temperature change) is confined in a mathematical fault plane. The solution of the problem (coupled equations 1, 2, and 5) is obtained numerically, as described in detail in Bizzarri (2012; his section 2.3).

Simulation Results

As clearly stated by equation (5), \( \Delta T \) does not depend on \( T_0 \), but only on the fault dynamics (namely, it depends on the time evolutions of \( \nu \) and \( \tau \)). In this case, \( T_0 \) represents only a shift of the temperature change produced during sliding, and therefore \( T_0 \) is important only because it contributes to determining the actual temperature, which in turn can eventually exceed the melting temperature (and thus lead to phase change, as discussed in the Introduction) and can also control the chemical environment (i.e., it can induce thermally activated chemical reactions). Some examples are the thermochemical pressurization of pore fluids (Brantut
et al., 2010), in which mineral dehydration reactions are triggered by temperature changes, and the thermal carbonate decomposition (Han et al., 2007, 2010), observed at high speeds.

The situation is more complicated when $\Delta T$ depends on $T_0$. Indeed, the governing model considered here (equation 2) explicitly depends on the initial temperature, as stated by (3). In turn, this reflects a dependence of the heat-input term $q$ on $T_0$ (see equation 6), which finally gives a dependence of $\Delta T$ on $T_0$ (see equation 5). In other words, because the rheology is assumed to depend on $T_0$ (which mathematically represents the instant when the stress-release maximized) velocity. We can clearly see that the upper yield stress, (normalized) traction versus the (logarithm of the normal-effect on reduces to the canonical term $T_{\Delta \tau}$, the minima of velocity (Fig.1c), the failure curve) and two additional situations having different histories in the various configurations, the temperature change due to frictional heat is different for the various values of $T_0$, as shown in Figure 2. We observe that the simulated temperature changes are not proportional to $T_0$; for the parameters adopted here we have $\Delta T_{T_0=55^\circ C} < \Delta T_{T_0=100^\circ C} < \Delta T_{T_0=40^\circ C}$.

Figure 3 shows the phase portrait, which reports the (normalized) traction versus the (logarithm of the normalized) velocity. We can clearly see that the upper yield stress, which formally represents the instant when the stress-release process begins, is different in the three considered scenarios, as also shown in Figure 1d. The dependence of the direct effect on $\Delta T$ is not surprising; if we arrange the first equation of (2) we can write

$$\tau = \left[ \mu_s + a \ln \left( \frac{v_s}{v_0} \right) \left( 1 - \frac{Q_s}{RT_0(T_0+\Delta T)} \ln (\frac{\Delta T}{T_0}) \right) + b \ln \left( \frac{\Psi v_s}{L} \right) \right] \sigma_{\text{eff}}^\text{rel}.$$  

(7)

Remarkably, if we neglect the temperature dependence ($\Delta T = 0$), from (7) it emerges that the direct effect simply reduces to the canonical term $a \ln (\frac{\Delta T}{T_0})$, which characterizes the classical RD model (Ruina, 1983). Consequently, assuming $\Delta T = 0$, the Chester and Higgs (CH) law becomes exactly the RD constitutive law, from which it differs just for the temperature dependence of friction. The dependence of the interseismic recovery stage is not only on $T_0$, but also on $\Delta T$; indeed, we can see from Figure 3 that the amount of stress ($\Delta \tau_{\text{rec}}$) that the fault has to recover to produce a new slip failure (a new earthquake) is not directly propor-tional to the initial temperature. We have $\Delta \tau_{\text{rec}}(T_0=55^\circ C) < \Delta \tau_{\text{rec}}(T_0=100^\circ C) < \Delta \tau_{\text{rec}}(T_0=40^\circ C)$. The quantity $\Delta \tau_{\text{rec}}$ is marked by dashed lines with arrows in Figure 1d. One interesting thing emerging from Figure 3 is that the recovery stage does not have the same slope for the three cases. Indeed, in the traction–time diagram (Fig. 1d), the slope is the same, because it is basically controlled by the external loading rate, which is the same for all three simulations. On the contrary, in the traction–velocity diagram (Fig. 3), the slope is different, because it is controlled by the location of the point when the velocity is minimum and when the traction is maximum; both these points depend on the time evolution of the system and not merely on the externally imposed conditions.

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loading velocity, $v_{\text{load}}$</td>
<td>$3.17 \times 10^{-10}$ m/s (=$10$ mm/yr)</td>
</tr>
<tr>
<td>Machine stiffness, $k$</td>
<td>10 MPa/m</td>
</tr>
<tr>
<td>Tectonic loading rate, $\dot{\tau}<em>0 = k v</em>{\text{load}}$</td>
<td>$3.17 \times 10^{-13}$ Pa/s (=$1$ bar/yr)</td>
</tr>
<tr>
<td>Period of the analog freely slipping system, $T_{\text{sl}}$</td>
<td>5 s</td>
</tr>
<tr>
<td>Rigidity of the elastic medium, $G$</td>
<td>27 GPa</td>
</tr>
<tr>
<td>S-wave velocity, $v_s$</td>
<td>3 km/s</td>
</tr>
<tr>
<td>Cubic mass density, $\rho$</td>
<td>$3000$ kg/m$^3$</td>
</tr>
<tr>
<td>Radiation damping constant, $c$</td>
<td>$4.5 \times 10^6$ Pa s/m</td>
</tr>
<tr>
<td>Effective normal stress, $\sigma_{\text{eff}}^\text{rel}$</td>
<td>30 MPa</td>
</tr>
<tr>
<td>Initial sliding velocity, $v_0$</td>
<td>$3.17 \times 10^{-13}$ m/s (=$v_{\text{load}}$)</td>
</tr>
<tr>
<td>Initial state variable, $\Psi_0$</td>
<td>$3.15 \times 10^3$ s (=$L/v_0$)</td>
</tr>
<tr>
<td>Initial shear stress, $\tau_0$</td>
<td>16.8 MPa ($=\mu_s \sigma_{\text{eff}}^\text{rel}$)</td>
</tr>
<tr>
<td>Initial temperature, $T_0$ (reference)</td>
<td>328.15 K (=$55^\circ C$)</td>
</tr>
<tr>
<td>Logarithmic direct-effect parameter, $a$</td>
<td>0.008</td>
</tr>
<tr>
<td>Evolution-effect parameter, $b$</td>
<td>0.016</td>
</tr>
<tr>
<td>Characteristic scale length, $L$</td>
<td>$1 \times 10^{-2}$ m</td>
</tr>
<tr>
<td>Reference value of friction coefficient, $\mu_s$</td>
<td>0.56</td>
</tr>
<tr>
<td>Reference value of the sliding velocity, $v_s$</td>
<td>$3.17 \times 10^{-13}$ m/s (=$v_0$)</td>
</tr>
<tr>
<td>Activation energies, $Q_a$ and $Q_b$</td>
<td>$1 \times 10^1$ J/mol$^{1/2}$</td>
</tr>
<tr>
<td>Heat capacity for unit volume of the bulk composite, $C$</td>
<td>$3 \times 10^4$ J/(m$^2$ K)</td>
</tr>
<tr>
<td>Thermal diffusivity, $\chi$</td>
<td>$1 \times 10^{-8}$ m$^2$/s</td>
</tr>
</tbody>
</table>

The initial conditions (denoted by the subscript 0) refer to $t = 0$. The values of $\sigma_{\text{eff}}^\text{rel}$ and $T_0$ pertain to a reference hypocentral depth roughly of 1.5 km, if we assume lithostatic and hydrostatic stresses and a typical geothermal gradient of 30°C/km (with a ground temperature equal to 10°C).

The Table 1 Reference Parameters Adopted in This Paper
which results in a switch from clockwise to counterclockwise direction of the trajectory, is intimately related to the fast restrengthening stage, which characterizes the CH law, as pointed out in 3D by Bizzarri (2010b); just after the stress drop occurring in the breakdown stage, the traction is partially recovered and healing occurs. Interestingly, the absolute minimum attained by the traction after the dynamic stress drop is roughly the same in all cases, but the value of \( \tau \) corresponding to the decelerating stage of the phase portrait (bottom horizontal part of the trajectory) is not the same; in addition to the change in the upper yield stress, this dissimilarity causes \( \Delta \tau_{\text{rec}} \) to be different in the three simulations reported.

Influence of \( T_0 \) on Earthquake Cycles

We have seen in the Simulation Results section that the initial temperature field affects the dynamics of the fault in terms of developed slip (which is related to the magnitude of the event in a more elaborated, extended fault model), slip velocity, as well as traction history. \( T_0 \) also influences the time occurrence of the slip failure, that is, the seismic cycle (\( T_{\text{cycle}} \)). The latter is defined as the interval that separates two subsequent instabilities, marked by the time when \( v \) first exceeds the threshold value \( v_l \). We perform a series of numerical experiments by considering different values of the effective normal stress and model \( s \) parameters; the results are plotted in Figure 4.

As expected, if the RD model is assumed to govern the system, the simulated \( T_{\text{cycle}} \) does not depend on \( T_0 \) (open black squares in Fig. 4). On the contrary, when the CH governing model is assumed, \( T_{\text{cycle}} \) is significantly controlled by the initial temperature. For an example, in the case with \( c = 5.26 \times 10^6 \text{ Pa s/m} \) (open blue circles in Fig. 4) we have a variation roughly of -240% in \( T_{\text{cycle}} \) by changing from \( T_0 = 40^\circ \text{C} \) to \( T_0 = 100^\circ \text{C} \) (\( T_{\text{cycle}} \) equals 58 yr and 24 yr, respectively) and a variation roughly of +310% in \( T_{\text{cycle}} \) by changing from \( T_0 = 100^\circ \text{C} \) to \( T_0 = 600^\circ \text{C} \) (\( T_{\text{cycle}} \) equals 24 yr and 74 yr, respectively).
One of the most interesting results emerging from these simulations is that $T_{\text{cycle}}$ does not exhibit a linear proportionality with $T_0$, but it has a minimum (which is marked by a vertical line for the various configurations). The values of the initial temperature at which this minimum is realized (a critical temperature) does not always correspond to the temperature predicted by the geothermal gradient (which is denoted by big symbols in Fig. 4). This trend is a general feature of the CH law, which appears for all the configurations explored, and it is also maintained for higher effective normal stress, not reported here, for which the resulting temperature change is very high. In the context of hazard assessment, this result is important, because it tells us that $T_0$ can affect the recurrence time, and that it does so in a complicated way.

The presence of a local minimum $T_{\text{cycle}}$ seen from Figure 4 can be physically interpreted by considering the restrengthening stage of the rupture. Indeed, in Figure 4 the three full black circles before, at, and after the minimum

**Figure 2.** Time evolution of the temperature change (as computed from equation 5) for the various cases reported in Figure 1. The color version of this figure is available only in the electronic edition.

**Figure 3.** Phase portrait (i.e., normalized traction versus velocity) for the various cases of Figure 1. The traction difference is normalized by the quantity $A = \sigma^e_n$. The values of the amount of stress that the fault has to recover in order to reach produce a new instability are indicated for the various situations. The color version of this figure is available only in the electronic edition.
We can see that $T_0 \approx 55\,^\circ\mathrm{C}$, $T_0 \approx 40\,^\circ\mathrm{C}$, and $T_0 \approx 100\,^\circ\mathrm{C}$, respectively. This sequence is exactly what we observe in $\Delta T_{\text{cycle}}$ (Fig. 3).

In general, the $\Delta T$ is proportional to the effective normal stress, as theoretically expected (see equations 5 and 6). Remarkably, it is apparent from Figure 5 that, except for the RD, which predicts a constant temperature change, regardless of the initial thermal state of the fault, $\Delta T$ explicitly depends on $T_0$ in the CH models (as also previously shown in Fig. 2). This dependence is nonlinear, and it is more pronounced at low temperatures (i.e., below the critical temperature); interestingly for low $T_0$ we have greater $\Delta T$. Is the Initial Thermal State of a Fault Relevant to its Dynamic Behavior?

Figure 4. Behavior of the interevent time (i.e., the cycle time $T_{\text{cycle}}$) as a function of the assumed initial temperature field. Different values of the effective normal stress are denoted by different colors, reported in the legend. In black, we plot the reference configuration of Table 1 for both the CH law (full circles) and the RD law (open squares). The vertical lines emphasize, for the different cases, the initial temperature, which corresponds to the minimum of $T_{\text{cycle}}$ (i.e., the critical temperature). The big symbols denote the temperatures corresponding to the geothermal profiles at the hypocentral depths defined by the assumed values of $\sigma_{\text{eff}}$. The color version of this figure is available only in the electronic edition.

Figure 5. Temperature variation as a function of $T_0$. The plotting strategies are the same as in Figure 4. We also note the presence of a minimum in $\Delta T$ for all the configurations considered. The color version of this figure is available only in the electronic edition.
compared to those obtained at high $T_0$. The important result is that, as for $T_{\text{cycle}}$, there is a critical value of the initial temperature which minimizes $\Delta T$, and this critical value is the same value that minimizes the recurrence time.

From Figure 5 we can also see that $\Delta T$ predicted by the CH law (full black circles) approaches that predicted by the RD law for high values of $T_0$; this is expected from the theory (see equation 3). For the adopted parameters (Table 1), for $T_0 > 1000^\circ$C the temperature changes resulting from the CH and the RD law are nearly identical, as well as $T_{\text{cycle}}$. The same holds at low initial temperatures (i.e., for $T_0$ lower than the critical temperature that gives the minimum in $\Delta T$).

Again, for the parameters of Table 1, $\Delta T_{\text{CH}}^{(\text{RD})}$ for $T_0 \sim 15^\circ$C. However, in this case $T_{\text{cycle}}^{(\text{CH})} \neq T_{\text{cycle}}^{(\text{RD})}$. It should be remarked that the temperature changes obtained from the models can eventually exceed the melting temperature, above which the Coulomb friction is no longer valid and a completely viscous rheology has to be considered. Melting temperature depends on the material composing the fault zone, and we can in general estimate an effective melting temperature (i.e., the threshold above which the purely brittle rheology is no longer applicable) between 1000$^\circ$C and 2000$^\circ$C (see Spry, 1969; Sibson, 1975; Bizzarri, 2011a; and references cited therein). Moreover, we recall that our calculation of the temperature $T$, equations (4) and (6), represents an upper bound of the frictional heat, which would be smaller if we introduce a thickness of the fault zone (e.g., Fialko, 2004). In any case, the behavior discussed above is clearly visible even below 1000$^\circ$C.

Discussion and Concluding Remarks

The initial sliding velocity and the initial shear distribution play a fundamental role in predicting the time occurrence of earthquake instabilities and, at the same time, they represent the most relevant limitation in the framework of a deterministic description of earthquake faulting (see the discussion in Bizzarri, 2012). In this study, we explore whether the initial temperature field ($T_0$) has a role in the dynamics of a fault zone.

In a very general context, when the frictional heat (equation 6) causes an increase in temperature with respect to its initial condition, than $T_0$ is important because it controls the possible melting process; the higher $T_0$ is the more likely melting seems to occur (for a given frictional heat produced during sliding). Things are more complicated when the rheology explicitly depends on the temperature field ($T = T_0 + \Delta T$). This dependence has been incorporated into the framework of the rate- and state-dependent friction laws in two different ways, the first being the assumption that the so-called direct effect of friction explicitly depends on $T$ (namely, when $a = a(T)$; see Bizzarri, 2011b, and references therein), and the second being the rate-, state-, and temperature-dependent rheology (the Chester-Higgs constitutive model; Chester and Higgs, 1992).

In this paper, we consider a simple 1D spring-slider fault model, and we assume the second approach. We are aware that the empirical model adopted here has been retrieved in laboratory conditions and that the extension of such laboratory results to real-world scale is somehow problematic, because the rate dependence of friction changes with temperature and only a limited range of sliding speed (and confining stress) can be accessed during laboratory experiments.

One outcome of the present study is that the simulated earthquakes explicitly depend on the assumed initial thermal state of the fault, in that the developed slip (and thus the magnitude of the events) is different (see Fig. 1a), as well as the stress drop (see Figs. 1d and 3). By changing $T_0$ we have different velocity and traction histories (see Fig. 1b–d), which in turn cause different values of the temperature change $\Delta T$ (see Fig. 2). Finally, this affects the traction evolution during the subsequent failure events, as stated by equation (7). In other words, we can say that the fault behaves differently depending on its initial thermal state.

One of the consequences of this result is that the dependence of the earthquake cyclicity on the seismogenic depth is twofold; the effective normal stress explicitly controls the frictional resistance (which in the brittle regime is $\tau = \mu \sigma_n^{\text{eff}}$), but also the initial temperature (which of course depends on the geothermal gradient) controls the dynamic behavior of the fault.

A prominent result highlighted by our numerical simulations is that the interevent time ($T_{\text{cycle}}$) also depends on the thermal state of the fault; Figure 4 clearly shows a persistent feature of the CH law (i.e., $T_{\text{cycle}}$ is not merely controlled by the governing parameters, such as $a$, $b$, $L$, and the external conditions, but also on $T_0$). This argument suggests that the empirical relation found by Lapusta and Barbot (2012, their equation 24) is valid only in the framework of the canonical formulation of the rate- and state-dependent friction laws.

Moreover, all the scenarios explored here indicate that there exists an initial temperature that minimizes $T_{\text{cycle}}$. The presence of this minimum (also identified for $\Delta T$, as discussed in the Influence of $T_0$ on Earthquake Cycles section) is not a priori predictable from equation (2), because the problem is nonlinear and only numerical simulations can provide such a result. Interestingly, this critical temperature does not always coincide with the temperature predicted by the geothermal gradient. In general, we can observe a decreasing seismic cycle for low values of $T_0$ and then an increasing interevent times for high values of the initial temperature. The minimum is controlled by the amount of stress $\Delta \tau_{\text{rec}}$ that the fault has to recover to reach again the yield point (Fig. 3).

Given the intrinsic limitations of the adopted fault model, which however is certainly able to capture the first order of approximation the behavior of a natural fault, the results found here are relevant in the context of seismic hazard assessment. If it is true that the rheology of a seismic fault is explicitly controlled by the temperature, as the laboratory experiments tend to suggest, then the initial thermal state of a fault directly controls the time evolution of a seismogenic
fault. Moreover, $T_0$ finally controls the recurrence times, and not in a simple way.
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