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We consider the spatio-temporal evolution of temperature due to frictional heating caused by the
spontaneous propagation of 3-D dynamic seismic ruptures on planar faults. In our numerical experiments,
which characterize typical crustal earthquakes, we assume that fault friction is controlled by different linear
and nonlinear slip-dependent friction laws. In this paper we confirm that a necessary condition to prevent
melting is to have a nearly complete breakdown stress drop. Our simulations, which employ a nonlinear slip-
dependent governing equation recently inferred from laboratory experiments by Sone and Shimamoto
(2009), reproduce such a dramatic fault weakening and represent a plausible explanation for the prevention
of melting during earthquake ruptures. We also demonstrate that low friction alone, although necessary, is
not a sufficient condition to avert melts; the linear (or classical) slip-weakening (SW) law would produce
melting, even assuming the same lengthscales and frictional levels. To avoid melting with linear SW law we
have to impose a specific value of the SW distance. This reveals the prominent role of the time evolution of
traction within the cohesive zone, where the stress release is realized, and of the value of the fracture energy
density.
ll rights reserved.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction

The apparent scarcity of glassy-like pseudotachylytes (Sibson,
2003) has contributed to development of a vigorous debate in the fault
mechanics community regarding the occurrence of frictional melting
during dynamic earthquake propagation (see Kirkpatrick et al., 2009
and references therein). It is well known that a large number of
chemico-physical processes can take place during a faulting episode
(see Bizzarri , 2009b for a review). In particular, some thermally-
activated phenomena have been proposed as possible explanations for
the apparent lack of melting, all of them having in common the
dramatic reduction of fault friction (weakening) during the coseismic
phase of an earthquake failure (Sibson, 1973).

One of these candidate mechanisms is thermal pressurization of
pore fluids (e.g., Andrews, 2002; Sibson, 2003; Rice, 2006 among
many others) whereby pore fluids can become pressurized due to
frictional heating and reduce the effective normal stress on a fault;
nevertheless, 3-D numerical simulations of Bizzarri and Cocco (2006a,
2006b) showed that the significant stress releases caused by thermal
pressurization are counterbalanced by an enhanced instability. The
net effect is that the generated temperature exceeds themelting point
when the slipping (or shear) zone of width 2w, where slip is
concentrated (Ben-Zion and Sammis, 2003; Sibson, 2003), is suffi-
ciently thin, i.e., smaller than few mm in thickness.

Another physical mechanism often considered to explain the
apparent rarity of bulk friction melts is flash heating of micro-asperity
contacts (e.g., Noda et al., 2009 and references therein); however,
Bizzarri (2009a) demonstrated that, even if large stress releases due
to flash heating are realized, the supershear rupture regime is favored
and values of fault slip velocity are very high (∼60 m/s at maximum).
Consequently the resulting temperature rise on the fault is expected
to induce bulk melting.

The aim of the present paper is to explore, through numerical
experiments, whether a new, laboratory-derived friction law, recently
inferred by Sone and Shimamoto (2009; hereafter referred to as
SS09), represents an efficient and plausible physical mechanism to
avert melting during dynamic ruptures.

2. Numerical solution of elasto-dynamic problem

Here we consider the fully dynamic propagation of an earthquake
rupture, spontaneously spreading over a strike-slip fault of finite
width embedded in a Hookean isotropic medium initially at
mechanical equilibrium. The solution of this kind of problem can be
only obtained numerically; this is accomplished via the finite-
difference, conventional-grid (FDCG) code described in Bizzarri and
Cocco (2005). Fault strength is specified through the introduction of a
governing equation, which controls the traction evolution. In this
paper we assume that the shear traction τ, is described by the
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Table 1
Reference parameters adopted in the present study.

Parameter Value

Medium and discretization parameters
Lamé constants, λ=G 27 GPa
S-wave velocity, vS 3 km/s
P-wave velocity, vP 5.196 km/s
Cubic mass density, ρ 2700 kg/m3

Fault length, Lf 12 km
Fault width, W f 11.6 km
Spatial grid size, Δx1=Δx2=Δx3≡Δx 8 m
Time step, Δt 4.44×10−4 s
Final computed time, tend 1.1 sa

Courant–Friedrichs–Lewy ratio, ωCFL =df vSΔt =Δx 0.1665
Critical frequency for spatial grid dispersion, facc(s)=vS/(6Δx) 62.5 Hz
Coordinates of the hypocenter, (x1H, x3H) (5.992,7)km

Reference constitutive parameters of the constitutive model (1)
Effective normal stress, σn

eff 120 MPa
Initial value of friction coefficient, μi 0.6b

Initial steady-state frictional coefficient, μss (0) 0.55
Cutoff velocity, αSS 0.99 m/s
Parameter controlling the slip-hardening, μSS 1.4
Characteristic slip-hardening distance, uh 0.1 m
Characteristic slip-weakening distance, d 1 m

Reference thermal parameters
Initial temperature in the center of the slipping zone, T0f 210 °Cc

Heat capacity for unit volume of the bulk composite, c 3×106 J/(m3 °C)
Thermal diffusivity, χ 1×10–6 m2/s
Slipping zone thickness, 2w 0.01 m
Parameter ε in Eq. (4) Δt=4.44×10–4 sd

a tend ensures that the rupture does not hit the fault boundaries (and therefore no
back propagating fronts arising from the free surface interaction came back into the
model).We do not introduce any healingmechanism in the simulations presented here.

b At t=0 the fault is locked (i.e., u=0) and therefore F(u)=0. From Eq. (1) we have
that, at t=0, the traction τ0 is then expressed as µiσn

eff (=72 MPa for our parameters).
c A geothermal gradient of 30 °C/km is assumed.
d See Bizzarri and Cocco (2006a; their Appendix A for further numerical and

analytical details).
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following nonlinear slip-dependent governing model, recently in-
ferred from laboratory experiments by SS09 and references cited
therein:

τ = μssðvÞ + FðuÞμi−μssðvÞ� �
e
γu
d

n o
σeff
n ð1Þ

where μss vð Þ = μss 0ð Þe− v
vss , FðuÞ = ass + ð1−assÞe

γu
uhand γ is a dimen-

sionless constant (γ≡ ln(0.05); note that γb0 and therefore τ does not
diverge for arbitrarily large slips). Model (1) represents a slip- and
velocity-weakening friction law, since τ depends explicitly on fault
slip u, and its time derivative v (vSS is a cutoff velocity and μi is the
friction coefficient at t=0). Eq. (1) has been derived by fitting data
obtained by SS09 in high-velocity frictional experiments (at both
constant and variable velocities) using natural fault gouge samples
collected from the Chelungpu fault, Taiwan. In addition to the high
sliding velocity realized during the experiments, up to 2 m/s, the
novelty of the experiments is represented by the fact that the imposed
velocity is varied through time, in an effort to simulate accelerating
and decelerating fault motion associated with dynamic rupture.

Representative behavior of the fault strength in the case of the
adopted constitutivemodel (1) is shown in Fig. 1, in whichwe plot the
evolution of the function of two variables τ=τ (u,v) as expressed by
Eq. (1) and normalized by σn

eff (namely, we represent the friction
coefficient, μ=τ/σn

eff). The plot is obtained by assuming the
parameters listed in Table 1. Even for moderate fault slip velocities,
Fig. 1 shows that the friction coefficient is extremely low for u≥1 m;
for example, for the adopted parameters, when v=5m/s we have
μ=0.04 for u=1 m.

In the constitutive model (1) F(u) describes the preparatory phase
(basically consisting of micro-cracking) of the imminent macroscopic
failure causing the breakdown stress drop, i.e., the decrease of traction
from its peak value down to the residual level. This preparatory stage
can be associated with the so-called direct effect within the
framework of rate- and state-dependent friction laws (e.g., Dieterich,
1979; Beeler et al., 1994; Ruina, 1983), which initially works against
fault weakening (see also Bizzarri and Cocco, 2003). This slip-
hardening phase (described by the constitutive parameters αSS and
uh of Eq. (1)) has been documented both in laboratory experiments
(Ohnaka and Yamashita, 1989; see also Matsu'ura et al., 1992) and in
kinematic inversions of seismic data (Ide and Takeo, 1997). The slip
accumulated when the traction reaches its maximum value is
determined by the competition between the initial strengthening
phase and the subsequent slip- and velocity-weakening phase. The
latter stage can be physically interpreted as the abrasion of surface
Fig. 1. Evolution of the function τ=τ(u,v) expressed by Eq. (1) and normalized by the
effective normal stress, plotted for the parameters assumed in the present study (see
Table 1).
asperities, leading to the decrease of frictional resistance; when the
surfaces are soft the slip-weakening proceeds fast and when they are
very hard the abrasion rate is very small.

Eq. (1) can be regarded as a more general formulation of the
classical slip-weakening (SW) law (Ida, 1972; his model 2), which
postulates a linear dependence of frictional resistance on fault slip:

τ =
τu− τu−τf

� � u
d0

; u b d0

τf ; u≥ d0

8><
>: ð2Þ

Governing model (2) basically describes the breakdown stress
drop process over a finite time interval (i.e., not instantaneous) and
has been derived from a theoretical basis. In Eq. (1) σn

eff is the effective
normal stress, assumed to be constant through time in the first part of
this work (we will discuss time variations of σn

eff in Section 6). The
parameter d, which is the counterpart of d0 in Eq. (2), is the scale
distance characterizing the breakdown phase, during which the
traction degrades from its maximum value down to its residual level.
These maximum and residual frictional levels are explicitly (a priori)
given in the framework of the linear SW model (τu and τf in Eq. (2),
respectively), while they depend on rupture dynamics in the
constitutive model (1). An analytical estimate of the equivalent stress
levels (as defined in Cocco and Bizzarri, 2002) in the case of a
spontaneously spreading rupture obeying model (1) is derived in
Appendix A.

In the remainder of the paper we will consider the frictional heat
developed during sliding, which is given by the solution of the Fourier
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Fig. 2. Spatial distribution of the developed temperature, T f(x1,x3), as given by Eq. (3) at
the end of the numerical experiments. (a) Case of constitutive model (1). (b) Case of
linear SW law (Eq. (2)). Due to the symmetry exploitation in the strike direction (see
Bizzarri, 2009a for technical details), only one half of the fault plane in the strike
direction is reported.
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conduction equation. At a generic fault node (x1,x3) at time t the
temperature is given by:

T f x1; x3; tð Þ = T f
0 +

1
2cw

∫t−ε

0
dt′erf

w

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ t−t′
� �q

0
B@

1
CAτ x1; x3; t

′
� �

v x1; x3; t
′

� �

ð3Þ

where T0
f is the initial temperature in the center of a fault structure

having a slipping zone which is 2w in width (Sleep, 1997; Ben-Zion
and Sammis, 2003), c is the heat capacity for unit volume of the bulk
composite, χ is the thermal diffusivity, erf(.) is the error function and
ε is an arbitrarily small positive real number (see Bizzarri and Cocco,
2006a for numerical and analytical details).

3. Adopted parameters

The parameters adopted in this paper are tabulated in Table 1;
they are representative of a typical crustal earthquake occurring at the
depth of 7 km. The constitutive parameters of constitutivemodel (1) are
those inferred by SS09, except for d, which depends on the applied
normal stress (SS09). In fact, the normal stresses used in the SS09
experiments are much lower than those expected at seismogenic
depths; thereforewehave extrapolated thevalueofd forσn

eff=120 MPa
by fitting the laboratory data of SS09with the power law function d=a
(σn

eff)−b (with a=3.26×103 mPab and b=0.43,whenσn
eff is expressed

in Pascal and d inmeter). This can be considered as an upper bound on d
at seismogenic depths; the SS09 data can be also fitted with the inverse
proportionality function d=c/σn

eff (with c=3×106 m Pa), which gives
d=5 cm for σn

eff=120 MPa. A value of d=5 cm can be considered as
a lower bound for the SW distance for the assumed normal load.
The value of uh is expected to decrease slightly with increasing normal
stress, but we made the conservative choice to adopt the same value
as in SS09.

To better understand the basic features of the model we assume
homogeneous properties in the fault zone; this would cause a
continuous enlargement of the rupture up to the fault boundaries.
Nucleation is obtained by initially forcing the rupture to develop at a
prescribed constant speed, as discussed in detail in Bizzarri (2010).

4. How to prevent melting

The comparison of the frictionally generated temperature for
ruptures obeying Eqs. (1) and (2) is reported in Fig. 2a and b,
respectively. In the case of constitutive model (1) the generated
temperature remains well below the bulk melting temperature of the
rock, Tmelt=1500 °C (Fig. 2a); in contrast, with the linear SW law (2),
melting occurs (Fig. 2b). As indicated by the red curve in Fig. 3, slip
velocities predicted by model (1) are very large (v∼50 m/s; Fig. 3b),
but the breakdown stress drop is nearly complete (i.e., the final value
of traction is extremely low; Fig. 3a). As a consequence, the balance
between the time histories of slip velocity and fault traction appearing
in (3) causes the generated temperature to be too low for melting.

Extreme fault weakening is an intrinsic feature of the governing
model (1) and is a necessary condition to avert melting. As already
noted above, the limiting velocity in the SS09 laboratory experiments
is 2 m/s; we have therefore also considered a special case of model (1)
in which the steady-state function μ ss(v) is held constant at high
velocities (namely, μss vð Þ = μss 0ð Þe− 2

vss for v≥2 m/s). The results
obtained in this case are shown as red dotted lines in Fig. 3; in this
configuration the balance between v (with peaks∼36 m/s) and τ
(τfeq∼8 MPa) is such that T fNTmelt, indicating that the value of the
friction is not sufficiently low to prevent melting.

An extremely low value of fault traction is a necessary but
insufficient condition to avert melting. To prove this claim, we
performed a numerical experiment assuming the linear SWmodel (2)
with the same levels of stress as in the simulation with model (1).
From Fig. 3a the maximum yield stress τueq=81.717 MPa (in excellent
agreement with the analytical estimate of 81.722 MPa given by
Eq. (A.6)) is realized for u=uu=41.25 mm (in agreement, given the
spatial resolution of the model, with the prediction of Eq. (A.4) of
38.23 mm). Moreover, again from Fig. 3a, we can infer: τfeq=600 Pa
and d0

eq=2 m. (We emphasize that uubuh and d0
eqNd, in complete

agreement with the experimental results of SS09). These values
depend slightly on the position on the fault, but can be regarded as
representative of the traction behavior over the whole fault surface.
By assuming the above-mentioned values (τu=τueq, τf=τfeq and
d=d0

eq), model (2) produces the results plotted with black lines in
Fig. 3. The initial conditions are identical in the twomodels (as are the
thermal parameters; Table 1).We note that the final traction is exactly
the same in both models; moreover, peaks in v are even lower with
the linear SW law than in the case of model (1). However, the traction
evolution within the cohesive zone is rather different in the two
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Fig. 3. Comparison between solutions obtained with constitutive models (1) and (2)
(red and black curves, respectively). (a) Traction vs. slip, with inset reporting the time
evolution of the friction coefficient. (b) Phase diagram, with inset showing the slip
velocity time histories. (c) Temperature change, ΔT f=T f−T0

f, as a function of slip, with
inset reporting ΔT f vs. time. In all panels, which refer to a fault point at hypocentral
depth and located at a strike distance from the hypocenter of 3 km, the red dotted curve
pertains to model (1) with a high-speed cutoff in the function μss(v) (see text for
details). Stars show when melting occurs. For each model the value of the resulting
fracture energy density, EG, is indicated (EG = ∫

d

0
τ−τresð Þdu, where τres is the level of

friction after the completion of the breakdown phase; Bizzarri, in press).

Fig. 4. Results for linear SW law (2) with different characteristic distances d0 (the values
are indicated in the legend). (a) Traction vs. slip, with inset reporting the phase
diagram. (b) Time evolution of ΔT f with inset showing the slip velocity history. Results
all plotted for the same location as in Fig. 3. For comparison red curves in all panels
show the results for model (1) (the same as in Fig. 3). The star shows when melting
occurs. Values of EG are indicated.
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models (see Fig. 3a), as well as the fracture energy density, EG, which
physically represents the work done against the resistance to fault
extension at the rupture tip (or, equivalently, as the amount of energy
necessary to maintain an ongoing propagating rupture; e.g., Bizzarri,
in press). Later on the paper we will discuss the case in which both
models (1) and (2) has the same EG. The different traction history,
entering in the time convolution of Eq. (3), causes Tmelt to be exceeded
in the case of the linear SW law (T f∼3000 °C at the end of the
numerical simulation; Figs. 2b and 3c). Note that melting occurs
during the breakdown phase (see the star in Fig. 3a), well above the
kinetic level of friction.
It is apparent from Fig. 3b that, within the time window explored
here, the fault does not heal after weakening in the two governing
models; this is not surprising in the case of the linear SW law, which
does not contain any mechanism for rapid strengthening. In all cases
the temperature saturates (Fig. 3c) at large slips (and times) as a
consequence of the very low and constant value of the shear traction.

5. The importance of traction history within the cohesive zone

As discussed previously, extreme fault weakening is necessary but
an insufficient condition to prevent frictional melts. We performed
additional numerical experiments by assuming smaller values of d0 in
model (2); these cause a reduction of EG with respect to the large
value obtained in previous SW simulation (see Fig. 3). From the
results reported in Fig. 4 we can see that even with d0=1 m (which is
markedly smaller than the value of d0

eq resulting from model (1))
melting is occurring. Even if the slip velocity function is basically the
same (except for a temporal shift, see inset in Fig. 4b) and the residual
level of friction is attained at even lower values of slip in the case of
the linear SWmodel (black curve in Fig. 4a), the exponential decay of
traction in model (1) prevents melting, while the linear decay in
model (2) does not. By further decreasing d0 (d0=0.5 m) it is possible
to avert melting with the linear SW equation (grey curves in Fig. 4).
However, we emphasize that in the case of linear SW law we have to
find in parameter space (and then to impose) optimal values of the
residual friction and the characteristic SW distance which prevent
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melting. In the governing model (1) the low value of friction is a
product of the model itself and we do not have to make any arbitrary
choice.

Finally, we note that all models with linear SW friction have a low
value of the strength parameter (S = τu−τ0

τ0−τf
= 0:13; Das and Aki,

1977) and peak slip velocity is attained when friction reaches the
final, kinetic level (inset panel in Fig. 4a), in agreement with the
results of Tinti et al. (2004). In contrast, the constitutive model (1)
predicts that the peak in v is reached when the traction is higher than
τfeq and consequently slip is smaller than d0

eq. This further complicates
attempts to retrieve the SW distance from the slip velocity history, as
some authors have proposed (e.g., Fukuyama et al., 2003).

A friction law similar to model (1) has been proposed by Ohnaka
and Yamashita (1989; see also Abercrombie and Rice, 2005) by fitting
data from laboratory experiments for a mode II crack growing along a
preexisting fault in a granite sample:

τ = μiσ
eff
n −τf

� �
1 + αOY ln 1 +

u
βOY

	 
	 

e−

u
d′ + τf

� �
ð4Þ

where αOY and βOY are the governing parameters accounting for the
slip-hardening phase and d′ is a characteristic distance controlling the
weakening stage. In fact, the exponential weakening is not a new
concept (see Lachenbruch, 1980); indeed the terms inside the second
round brackets in Eq. (4) recall the theoretical derivation of Matsu'ura
et al. (1992), which reads: e u

d′ e
− u

d′ . Following Bizzarri and
Belardinelli (2008; their Appendix A), by adopting d′=0.35 m,
αOY=0.2 and βOY=14 mm we obtain a SW curve which fits the red
line in Fig. 3a. The corresponding results are reported in Fig. 5.
Fig. 5. The same as in Fig. 4, but now for the nonlinear slip-dependent model (4) (blue
curves).
Although the levels of stress are identical in the two cases – and
attained for the same values of slip, as desired – the weakening
process is slightly different in the two models; this is not surprising,
given the fact that in model (4) there is no explicit dependence of
friction on sliding velocity, as in model (1). Correspondently, the
fracture energy density is slightly different in two simulations, but the
difference is smaller than in previous cases. Even if the slip velocity is
smaller in Eq. (4) (insets in Fig. 5a and b), the melting temperature is
reached and slightly exceeded in model (4) (Fig. 5b). However, the
generated temperature is smaller than that obtained with the linear
SW law (see Section 3), indicating that an exponential weakening
tends to prevent melting. Moreover, this simulation further demon-
strates that both the final level of friction and the behavior of τwithin
the cohesive zone are of primary importance in the discrimination
between melting and non-melting regimes.

We finally remark that in model (4) the frictional level of friction
has to be assigned a priori (as in model (2)) and it is not a part of
solution as in Eq. (1).

6. Effects of the normal stress

All previous results have been obtained by assuming σn
eff=

120 MPa. If we assume a fluid-saturated fault zone, then the effective
normal stress would change through time accordingly to the
following equation (see Bizzarri and Cocco (2006a) for details):

σeff
n = σn−pffluid x1; x3; tð Þ = σn−pffluid0

− αfluid

2cwβfluid

×∫t−ε

0
dt′ − χ

ω−χ
erf

w

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ t−t′
� �q

0
B@

1
CA +

ω
ω−χ

erf
w

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω t−t′
� �q

0
B@

1
CA

8><
>:

9>=
>;

× τ x1; x3; t
′

� �
υ x1; x3; t

′
� �

ð5Þ

where σn is the tectonic (lithostatic) load, pfluid0

f is the initial fluid
pressure distribution,ω is the hydraulic diffusivity (ω≡ k

ηfluidβfluidΦ
, being

k the permeability of themedium, βfluid the compressibility coefficient
of the fluid and ηfluid its dynamic viscosity), and αfluid is the coefficient
of thermal expansion. Eq. (5) is the solution of the thermal
pressurization problem when a constant porosity Φ is assumed
(Bizzarri and Cocco, 2006b discuss the more general case, where
dilatancy is accounted for). Results for a fault obeying constitutive
model (1) with the addition of the thermal pressurization is reported
by dashed red and blue curves in Fig. 6. Even assuming a low hydraulic
diffusivity (ω=0.0001 m2/s for blue curves in Fig. 6) the behavior is
nearly identical to the reference case, where pfluid does not change
(solid red curves in Fig. 6). Thermal pressurization slightly decreases
the fault friction (now τfeq=500 Pa, instead of 600 Pa), but the
dramatic weakening caused by the constitutive model (1) is
paramount. Correspondently, the introduction of the thermal pres-
surization produce small effects on temperature change (Fig. 6b); the
major outcome is that also with thermal pressurization, the dynamic
evolution of the fault is such that melting is averted.

We have also considered different scenarios, having completely
different values of normal stress. The value of σn

eff assumed above can
be regarded as a representative value of the normal stress over the
whole fault. Since slip occurs also near the free surface we have also
considered a rupture propagating on dry fault which nucleates at a
depth of 2.5 km (in this case σn

eff=σn=66 MPa and T0
f=75 °C). Also

in this case melting does not occur (see grey curves in Fig. 6). On the
contrary, by assuming a dry fault and maintaining the hypocentral
depth of 7 km (in this case σn

eff=σn=66 MPa and T0
f=210 °C) the

traction evolution causes melting (solid black curves in Fig. 6).
However, if we assume the same value of initial shear stress as that of
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Fig. 6. Effects of the variation of the normal stress for the constitutive model (1). Solid red curves are the reference case (the same as in Fig. 3), while dashed red and blue curves
assume the thermal pressurization of pore fluids (Eq. (5), with σn=185 MPa, pfluid0

f=65 MPa, αfluid=1.5×10−3 °C−1, βfluid=1×10−9 Pa−1, ηfluid=1×10−4 Pa s, Φ=0.025 and
k=5×10−17 m2 (so that ω=0.02 m2/s; dashed red curves) or k=2.5×10−19 m2 (so that ω=0.0001 m2/s; dashed blue curves). The other parameters are the same as in Table 1).
Black curves refer to a dry fault, so that σn

eff=σn=185 MPa. Grey curves refer to dry fault with hypocentral depth equal to 2.5 km (so that T0f=75 °C; in this case melting regime
corresponds to a value of temperature change of 1425 °C). (a) Traction vs. slip, with phase portrait in the inset. (b) Time evolution of ΔT f.
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the reference case (so that μi=0.39; dashed black curves in Fig. 6)
melting is averted.

7. Discussion and conclusions

In the present paper we calculated the temperature evolution
caused by frictional heating, during the spontaneous propagation of a
fully dynamic, 3-D rupture on a strike-slip fault, subject to different
types of slip-dependent friction laws. The temperature as defined in
Eq. (3) is calculated on a mathematical fault plane, located in the
center of a slipping zone 2w wide (e.g., Chester and Chester, 1998),
which is assumed to be representative of the macroscopic behavior of
the whole fault zone thickness.

Previous theoretical and numerical studies showed that melting of
rocks occurs in seismogenic fault structures with highly localized
shear (Fialko, 2004; Nielsen et al., 2008; Rempel and Rice, 2006). The
incorporation into fully dynamic models of different physical
mechanisms which prescribe a significant reduction in fault traction
(such as thermal pressurization of pore fluids, Bizzarri and Cocco,
2006a, 2006b, and flash heating of micro-asperity contacts, Bizzarri,
2009a) causes an enhanced instability, a transition to supershear
regimes, but finally do not avert melting.

An outcome of this paper is that a nonlinear slip-dependent
governing model, derived experimentally (Sone and Shimamoto,
2009; SS09; see also Han et al., 2010), can be regarded as a possible
mechanism to maintain the fault temperature below the melting
point (Figs. 2a and 3c). This constitutivemodel has an empirical origin
(it fits laboratory data); although it captures complicated features not
described by the simple, linear slip-weakening (SW) law (model (2)),
it is a phenomenological description of the frictional behavior at high
speeds. The formulation of the physical basis of this constitutive
model is beyond the goals of the present study; here we have
explored, through accurate numerical simulations, the prominent
features of a spontaneous, dynamic earthquake rupture governed by
such a rheology.

Our numerical experiments with unbounded slip confirm that a
necessary condition to avert melting is a low value of the residual
stress level. We found here that the value of the frictional coefficient
after the stress release (μ≪0.1; Fig. 3a) is dramatically reduced
compared with that pertaining to low slip rates (0.6bμb0.8; Byerlee,
1978), in agreement with the results of Han et al. (2010) (see also
Hirose and Bystricky, 2007).

Although necessary, a low kinetic friction alone is not a sufficient
condition to avert melting; a corresponding linear SWmodel, with the
same constitutive parameters as for the nonlinear SW model,
produces melting of rocks (Fig. 2b), despite the fact that the seismic
moment is nearly 54% smaller (M0=1.49×1018 Nm) for the linear
SW model than for the nonlinear governing model (1) (M0=2.77×
1018 Nm).

Numerical experiments with the nonlinear slip-dependent law
proposed by Ohnaka and Yamashita (1989) further corroborate that
the weakening behavior plays a fundamental role in controlling the
amount of frictional heat; although the governing parameters are
equivalent (Fig. 5a), the different traction decrease in model (4)

image of Fig.�6
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causes melting, in contrast to the governing model (1) (Fig. 5b). The
dynamic response of the fault, as well as the fracture energy density,
EG, is very similar in the two models (Fig. 5a), and we cannot exclude
that an ad hoc tuning of the constitutive parameters in Eq. (4), leading
to the same EG, will cause a temperature evolution close to that
obtained with the SS09 law. This indicates that an exponential decay
of friction during weakening (also corroborated by the results of
Abercrombie and Rice, 2005) prevents melting.

The characteristic SW distance is not very well constrained
seismically because of the band-limitedness; indeed Guatteri and
Spudich (2000) demonstrate that only EG can be stably determined
from strong motion data. The fracture energy density is known to
control the rupture dynamics (Bizzarri, in press and references
therein) and it is therefore one of the most important quantities in
earthquake source physics. With the linear SW model (2), assuming
the values of peak and residual stress resulting from model (1) (see
Fig. 3), a value of d0=0.82 m would give the same fracture energy as
in model (1). (In this case the two constitutive models are also
comparable energetically. We also note that the value of the resulting
EG is in agreement with seismological inferences; e.g., Mai et al.,
2006). From Fig. 7 we see that also in this special case the linear SW
does not produce melting, indicating that the value of the fracture
energy density is also important to discriminate between melting and
non-melting regimes.

However, we emphasize that, while in the case of the linear SW
law (2) and Ohnaka and Yamashita's law (4)we have to impose a very
low value of residual friction (as well as an appropriate value of the
characteristic SW distance) as an input parameter in the case of model
(1) we do not make any such arbitrary choice, because the
Fig. 7. The same as in Fig. 4, but now model (2) has d0 such that the fracture energy
densities are the same in the two models.
constitutive model inherently produces such a low value of friction,
essentially controlled by the fault dynamics.

In our numerical experiments we have found that the nearly
complete breakdown stress drop does not cause reverse slip.
Moreover, in our models we have obtained very high fault slip
velocities (∼50 m/s). There is no direct evidence of slip velocities this
high for real earthquakes, but we emphasize that a brief period of high
slip velocity would not be observable in a waveform inversion of
ground motions like those of Hartzell and Heaton (1983) and others,
owing to the use of low-pass filtered data.

All the simulations presented in this work represent a crack-like
propagation. By including some mechanisms to simulate the stopping
phase and the consequent healing (e.g., by introducing frictional
heterogeneities), the governing model (1) is also able to reproduce a
re-strengthening stage, during which the frictional resistance
increases for decreasing fault slip velocity. This would potentially
produce a temperature increase, basically due to the increase in τ. For
the parameters adopted here we found that if the re-strengthening
occurs in 0.05 s the fault temperature remains below Tmelt. On the
contrary, if the re-strengthening stage is very slow, it might happen
that melting occur.

We suggest that new laboratory experiments exploring very high
sliding velocities (and hopefully normal loads comparable to those
expected at relevant depths) can illuminate the frictional behavior of
real seismic structures; here we have conservatively assumed that the
constitutive model (1) is valid for large sliding velocities and normal
loads. The laboratory experiments will eventually test the prediction
of the nearly complete breakdown stress drops we model. We
mention that the model stress drops are greater than the values
typically inferred for real earthquakes (e.g., Kanamori and Anderson,
1975), but are compatible with seismological inferences of locally
high dynamic stress drops (Spudich et al., 1998). Moreover, dramatic
weakening has never been observed in experiments performed at
slow slip rates (vb1 mm/s), but has been widely reported at v∼1 m/s
(see Mizoguchi et al., 2009 for a review).

For extremely localized shear (i.e., for 2w≪10 mm for the
parameters adopted here, in particular for the adopted values of
σn
eff, T0f and d0 (or d′)) we found that the constitutive model (1)

predicts temperatures significantly lower than those expected with
the adoption of the linear SW law (2), but in any case greater than
the melting point, regardless of the value of constitutive parameters
within the range of their validity (cfr. SS09). In this paper we
have shown that, for intermediate degrees of strain localization,
a new laboratory-derived friction law can be regarded as a con-
ceivable explanation of the apparent, and widely debated, rarity of
pseudotachylytes.
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Appendix A. Analytical estimates of equivalent levels of stress for
the constitutive model (1)

In the case of the linear, or classical, slip-weakening model (2) the
maximum and kinetic (or residual) levels of friction are prescribed a
priori and can be regarded as material properties or input parameters
(this makes the implementation of model (2) straightforward, from a
computational point of view). On the contrary, as already pointed out
in the paper, in the case of the governing model expressed by Eq. (1)
these levels of stress cannot be explicitly assigned a priori in a
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spontaneous rupture simulation, since they are indeed completely
controlled by the fault dynamics. In this appendix wewill try to derive
some estimation of these quantities analytically.

Following Cocco and Bizzarri (2002) and Bizzarri and Cocco (2003)
we denote the above-mentioned frictional levels with symbols τueq

and τfeq, respectively, indicating the equivalent upper yield stress and
equivalent kinetic level, respectively. Specifically, these equivalents
are formally expressed as

τequ = τ u = uu; v = vuð Þ ðA:1Þ

and

τeqf = τ u = deq0 ; v = vf
� �

; ðA:2Þ

respectively. In the previous equations τ represents the analytical
function of Eq. (1) expressing the fault traction. In (Eq. A.1) uu and vu
are the values of fault slip u, and fault slip velocity v, respectively (see
also Fig. 3a and b), realized at time t= tu. At tu the traction attains its
absolute maximum (τueq). On the other hand, in Eq. (A.2) d0eq indicates
the amount of cumulative fault slip at which the breakdown stress
drop is realized and vf is the corresponding value of v for that slip.
Actually, d0eq is the equivalent characteristic slip-weakening distance
in the terminology of Cocco and Bizzarri (2002) and Bizzarri and
Cocco (2003); see also Okubo (1989).

Since the decay of τ for increasing u and v is exponential, it is also
useful to define a lower bound estimate, τ̆feq, for τfeq:

⌣τeq
f = τ u→ + ∞; v = v∞ð Þ; ðA:3Þ

v∞ being the value of v at arbitrarily large values of fault slip. Note that
v∞=0 if the fault heals after the dynamic stress release.

Let us now consider Eq. (A.1). The quantity uu appearing therein is
obtained by solving the equation d

du τ u; vuð Þ = 0, which gives:

uu = − 1
γ
uh

vu
vSS

+ ln
μi
μh

d + uhð Þ αSS−1ð Þ
αSSμie

υu
υSS−μss 0ð Þ

 !" #
ðA:4Þ

where all the parameters have been defined in Section 2. Notably, it is
apparent from Eq. (A.4) that uu explicitly depends on vu. If the slip
velocity history is imposed, as in the laboratory experiments of SS09
or in kinematic fault models, then uu can be computed through
Eq. (A.4). If the slip velocity history is obtained as a part of the
solution, as in spontaneous rupture models, uu is a priori unknown
because vu is unknown.

It is interesting to note that, in general, uu does not equal uh, the
constitutive parameter which controls the slip-hardening phase. From
Eq. (A.4) we have that the special value of vu which will satisfy the
equality uu=uh is expressed as

ṽu = −vSS 1 + ln
μi

μss 0ð Þ
e−γuhαSS−dαSS−uhαSS + uh + d

uh

	 
� �
; ðA:5Þ

provided that e−γuhαSS−dαSS–uhαSS+uh+dN0.
Let us now derive an expression for τueq and τfeq. By putting the

expression of uu derived in Eq. (A.4) into the definition of τueq

(Eq. (A.1)) we can write:

τequ = μss 0ð Þσeff
n e−

uh
d

vu
vSS + σeff

n e−
vh
d

vu
vSS

uh + d
uh

αSS−1ð Þμie−
vu
vSS

αSSμi−μss 0ð Þe−
vu
vSS

 !−uh
d

×
d

uh + d
αSSμi−μss 0ð Þe−

vu
vSS

� �
ðA:6Þ
On the other hand, Eq. (A.3) gives

⌣τeq
u = μss 0ð Þσeff

n e−
v∞
vSS : ðA:7Þ

From Eq. (A.7) we have that, in case of a pulse-like propagation,
since v∞=0,τf̆eq=μss(0) σn

eff. This indicate that the re-strengthening is
not complete for the parameters adopted here, in that μss(0)bμi (see
Table 1).

Finally, we emphasize that the values of the equivalent stress levels
(and therefore the equivalent strength parameter, Seq = τequ −τ0

τ0−τeq
f
)

given by Eqs. (A.6) and (A.7) are a priori unknown in a spontaneous
fault model. However, these relations can be useful in the case of
prescribed sliding velocity (for example, in the setting of a laboratory
experiment).
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