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A rate- and state-dependent governing law with temperature-dependent constitutive parameters is
considered on the basis of laboratory inferences. We model the whole seismic cycle of a homogeneous
fault obeying to such a law by adopting a spring-slider dashpot fault analog model. We show that the
variations of the parameter a (accounting for the so-called direct effect) with the temperature cause the
system to enter, at high speeds, in a conditionally stable regime and also in a velocity strengthening regime.
Although we do not observe the complete cessation of slip we can see a severe reduction of the degree of the
instability of the fault. In particular, the peaks of the sliding velocity are reduced, as well as the developed
temperature due to frictional sliding and the released stress during each instability event. Moreover, the
recurrence times are reduced of a factor of two with respect to a reference configuration, where the canonical
formulation of rate and state friction (with temporally constant parameters) is assumed. The obtained results
can help the interpretation of high velocities laboratory experiments and further illuminate the importance of
the temperature in the context of seismic hazard assessment.
ll rights reserved.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction

To provide a realistic and consistent description of the dynamics of
a seismogenic fault it is mandatory to account for the different
physico-chemical processes that can potentially take place during
faulting (see Bizzarri, 2009b for a review). As well as spatial
heterogeneities of the parameters characterizing the fault and its
geometrical irregularities, these dissipative mechanisms can cause
dramatic changes in the evolution of the fault traction, and ultimately
can have severe implications on the synthetic ground motions, on the
simulated stress release and on the recurrence (or inter-event) time
of earthquakes occurring on the same seismogenic structure.

Laboratory experiments on simulated faults, geological observa-
tions and accurate numerical simulations emphasize the prominent
role of the temperature in the earthquake source physics (e.g., Noda et
al., 2009).

In the framework of the governing models with cohesion (Ida,
1972; Ruina, 1983) the frictional resistance in a discontinuity
interface (the fault surface) evolves through time as a function of
the cumulated slip (Andrews, 1976), the average contact time of
micro-asperity contacts (Dieterich, 1978) and so on. These dynamic
variables are non stationary fields that provide time dependence to
the fault traction, which is controlled by some governing parameters.
While the spatial heterogeneities of these constitutive parameters
have been previously explored (e.g., Bizzarri et al., 2001; Boatwright
and Cocco, 1996 among others) in order to simulate the interactions
between different fault patches, they have always been kept constant
(the only possible exception is represented by Bizzarri, 2010b, who
studied the temporal variations of L in next Eq. (3)). The main aim of
the present paper is to consider the effects on the dynamics of a planar
and spatially homogeneous fault of time-dependent rheological
parameters, as inferred from laboratory experiments (Blanpied et
al., 1998; Nakatani, 2001).

2. The governing law and the fault model

The fault analog model adopted in this study physically is a
harmonic oscillator, in which a block of mass m (per unit surface),
sliding on a planar interface and subject to a frictional resistance τ, is
loaded by an external applied force (expressed by the temporally
constant loading rate τ̇0=kvload). The equation of motion we consider
is then:

mu
::
tð Þ = k uload−u tð Þð Þ−τ tð Þ ð1Þ

where the overdots indicate the time derivatives, k is the elastic
constant of the spring (that we can associate to the elastic behavior of
the medium surrounding the fault), uload is the displacement of the
loading point (which slides at the imposed velocity vload≡ u̇load) and u
is the displacement (i.e., the fault slip). As emphasized by the standard
abuse of notation above, there are no spatial dependencies in the
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variables appearing in Eq. (1); this 1-D fault model can describe the
behavior of a generic fault point. The left-hand side term in Eq. (1)
represents the inertia, which is accounted for only when the sliding
velocity v≡ u̇ exceeds a critical value vc; below vc the quasi-static
problem is solved (see Bizzarri and Belardinelli, 2008), while above vc
we consider the complete system. Readers can refer to Fig. S1 of the
auxiliary material of Bizzarri (2010b) for a schematic representation
of the model just described.

Among the large number of constitutive models introduced in the
literature to describe the fault dynamics (see Bizzarri and Cocco,
2006b for a discussion), we adopt here the widely-used rate- and
state-dependent friction law with true ageing, essentially due to
Dieterich (1978), which reads (see also Scholz, 1998):

τ = μ� + a tð Þ ln v
v�

� �
+ b tð Þ ln Ψv�

L

� �� �
σeff
n

d
dt

Ψ = 1−Ψv
L

8>><
>>: ð2Þ

where a, b, and L (sometimes indicated with symbols Dc or d) are the
parameters accounting for the so-called direct effect of friction, its
evolution, and the spatial relaxation of the state variable Ψ,
respectively. Physically, a and b account for the effects of thermally-
activated exponential creep occurring at the microscopic level and
govern the macroscopic processes of earthquakes, as well as the
formation of faults by strain rate localization. In Eq. (2) μ

*
and v

*
are

reference (constant) values for the frictional coefficient and sliding
velocity, respectively and σn

eff is the effective normal stress, that is
assumed to be constant in the present study, since we disregard its
variations due to thermal pressurization of pore fluids, considered
elsewhere (Bizzarri, 2011; Bizzarri and Cocco, 2006a).

In this empirical constitutive model –which provides a phenomeno-
logical description of friction evolution observed in laboratory experi-
ments – we have explicitly stated that parameters a and b might vary
through time. In particular, in this study we will consider the following
Table 1
Reference parameters of the present paper. Initial conditions refer to t=0.

Parameter

Model para
Tectonic loading rate, τ̇0=kvload
Machine stiffness, k
Period of the analog freely slipping system, Ta.f.=2π

ffiffiffiffiffiffiffiffiffiffiffiffi
m = k

p
Critical value of the sliding velocity above which the dynamic regime is considered, vc

Fault constitutive
Effective normal stress, σn

eff

Initial value of the logarithmic direct effect parameter, a0
Increasing rate of the parameter a
Initial value of the evolution effect parameter, b0
Resulting b0−a0 difference
Characteristic scale length for the state variable evolution, L
Reference value of the friction coefficient, μ

*
Reference value of the sliding velocity, v

*
Initial slip velocity, v0
Initial value of state variable, Ψ0

Initial shear stress, τ0
Initial temperature, T0
Heat capacity for unit volume of the bulk composite, c
Thermal diffusivity, χ
Slipping zone thickness, 2w
Activation volume, Va

Hardness, h

a With the initial values of the constitutive parameters this corresponds to an unstable regi
respectively (Gu et al., 1984). The resulting kcr0/k ratios are 2.86 and 1.41, respectively.

b The system starts at t=0 from its steady state (at a generic time t* the steady state is d
c See Bowden and Tabor (1964).
relation, expressing a linear dependence of a on the temperature T due to
frictional heating:

a =
kB
Vah

T ð3Þ

as inferred in laboratory experiments by Blanpied et al. (1998) and
Nakatani (2001). In Eq. (3) kB is the Boltzmann's constant
(kB=1.38×10−23 J/K), Va is the activation volume (Va=qΩ kB /R,
where q is a dimensionless constant, Ω is the effective molecular
volume and R is the gas constant; Gordon, 1967; Sleep, 1997), h is the
hardness (within the framework of the classical adhesion theory, we
have: h=Amσn /Aac, where Am and Aac are the nominal and real
contact areas, respectively, and σn is the macroscopic normal stress;
Holm, 1946) and T is the absolute temperature. In this study we will
consider that T is not an experimental, externally-imposed condition,
but that it is due to the frictional heating. In this case T is expressed
analytically as (Bizzarri and Cocco, 2006a):

T tð Þ = T0 +
1

2cw
∫
t

0

dt′ erf
w

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ t−t′ð Þ

p
 !

τ t′
	 


v t′
	 
 ð4Þ

where c is the heat capacity for unit volume, χ is the thermal
diffusivity, erf(.) is the error function andw is the half-thickness of the
slipping zone where the slip is concentrated in a “Chester-type” fault
(Bizzarri, 2009b and references cited therein). The dependence of a on
T can result faster than linear if we consider an additional dependence
of h on the temperature, accounting for plastic deformation of asperity
contacts (Noda, 2008). Here we consider that h is a bulk material
constant, that is the explicit dependence on T in Eq. (3) dominates.
Incidentally, we mention that also Va can be temperature-dependent
(or even pore fluid-dependent). When coupled with Eq. (3) Eq. (4)
gives an implicit temporal dependence to the parameter a.

In the remainder of the paper we will consider two different
configurations, Model A and Model B, that are the two end members
Value

meters
3.17×10−3 Pa/s (=1 bar/yr)

10 MPa/ma

5 s
0.1 mm/s

Model A Model B

parameters
30 MPa

9.3394×10−3 1.2708×10−2

2.5029×10−5 K−1 3.4055×10−5 K−1

0.016
6.6606×10−3 3.2923×10−3

7 mm
0.56

3.17×10−10 m/s (=1 cm/yr)
3.17×10−10 m/s

Ψss(v0)=L /v0=22.08×106 sb

τss(v0)=μ
*
σn

eff=16.8 MPab

373.15 K (=100 °C)
3×106 J/(m3 K)
1×10−6 m2/s

1.5 mm
(0.41 nm)3 (0.37 nm)3

8 GPac

me, in that kbkcr0≡(b0−a0)σn
eff /L=28.55 MPa/m and 14.11 MPa/m forModels A and B,

efined by the condition d
dtΨ j t= t� = 0).
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Fig. 1. Representative evolution of the parameter a with the temperature, as given by
Eq. (3). The dotted line represents a linear extrapolation of data from Ruina (1983).
Dashed line indicates the reference value of b. Parameters are listed in Table 1.
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Fig. 2. Comparison between a reference model, having both a and b constant (black
lines), and a test case where a varies accordingly to Eq. (3) and b changes such that
b(t)−a(t)=b0−a0 for all times (red lines). Time evolutions of the slip velocity (panel
(a)), of temperature change (T–T0; panel (b)) and of constitutive parameters a and b
(panel (d)). In panel (b) Tm emphasizes that melting regime is not reached by the
system. Parameters refer to Model A of Table 1.
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reported by Nakatani (2001) and that characterize two different
instability regimes of a fault (Model A is unstable, while Model B is
moderately unstable).

3. A numerical example

As a first case study, in this section we conservatively assume that
the parameter b in the constitutive model (2) varies through time,
such that the difference b(t)−a(t) equals b0−a0 at all times. The
parameter a evolves accordingly to Eq. (3). There are no experimental
measures demonstrating that b directly depends on the temperature
in the sameway as a does, but we simplywant to analyze the effects of
the temporal variations of a in the simplest case. We recall here that
there are evidences suggesting that also a–b depends on T (e.g.,
Blanpied et al., 1998; He et al., 2007). Incidentally, we mention that
Sleep (2006) has shown that a–b can depend on the slipping zone
thickness 2w, which is constant in the present study, but in general
can vary (Bizzarri, 2010b). We will examine in the next section the
case of varying a and constant b. The adopted parameters are reported
in Table 1, Model A.

Fig. 2 reports the results of the comparison between a reference
case, with both constants a and b (black curves) and the test case
described above, where both a and b change through time (red
curves). We can clearly see from Fig. 2a and b that the response of the
system is quite similar in the two simulations, in that the time
occurrence of the repeated instabilities is the same (we recall here
that an instability is defined when v exceeds a limiting velocity, vl; see
Bizzarri and Belardinelli, 2008 and references therein). Moreover, we
observe that the peaks in v are comparable (Fig. 2a), as well as the
traction evolution and thus the temperature change (Fig. 2b), as
resulting from Eq. (4).

There are two nondimensional parameters characterizing the
degree of instability of a fault governed by rate and state friction (e.g.,
Gu et al., 1984; Ruina, 1983):

κ =
kcr
k

=
B−A
kL

ð5Þ

and

β =
B
A

ð6Þ

in which A≡aσn
eff and B≡bσn

eff. The more κ and β exceed 1 the more
unstable the fault is, i.e., peaks in v and the stress releases are larger. In
all the present simulations the effective normal stress is temporally
constant and both a and b vary concurrently (see Fig. 2c), such that κ is
constant through time and β is always greater than the unity. This
explains why the response of the system is very similar in the two
numerical experiments. When σn

eff is constant through time β equals
b /a and it has been interpreted as the relative efficiency of the grain
lattice in aiding frictional sliding versus compaction (Sleep, 1997).



Fig. 3. Comparison between the reference model (black curves), andModel A where only parameter a is varying (red curves). (a) Time histories of slip velocity; note the reduction of
peaks in slip velocity roughly from 0.6 m/s to 0.3 m/s. (b) Time histories of temperature change (with inset in linear scale). (c) Phase portrait (i.e., traction vs. slip velocity). The

steady state traction for the reference configuration, defined as τss vð Þ = μ� σ
eff
n + B� Að Þln v�

v

� �
, is reported in gray. (d) Time evolution of the constitutive parameters a and b.

Values of parameters κ and β (Eqs. (5) and (6), respectively), at t=0, are also given.
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All the previous results hold also forModel B (the plots are not shown
for brevity).
4. Influence of a temperature-dependent rheology on earthquake
instabilities

The conditions guaranteeing an unstable behavior (κN1 and βN1)
are not necessarily satisfied when b is kept constant (b(t)=b0, ∀ t≥0)
and only a varies though time. This is the casewe consider in the present
section. In Fig. 3 we superimpose the curves pertaining to the reference
case (black lines; the same reported in black in Fig. 2) and a case with
time-variable a (red lines). Both simulations start from the same initial
conditions (Fig. 3c), defining a velocity weakening regime (βN1), but as
long as the system evolves the two cases diverge. In fact, we can now
observe that the peaks in v are significantly reduced, roughly of a factor
of 2 (Fig. 3a). The same holds for the temperature change (Fig. 3b), in
agreement with the theoretical prediction of Eq. (4). Interestingly, the
cycle time (i.e., the time interval separating two subsequent in-
stabilities) is significantly reduced (Fig. 3a; see also next Fig. 6).

Moreover, from Fig. 3d we can observe that in the correspondence of
the dynamic instability, when the temperature changes are more
significant, the parameter a exceeds b, so that βb1 (see Eq. (6)), a
situation defined as velocity strengthening (e.g., Boatwright and Cocco,
1996).

This is clearly visible in Fig. 4, where we report a zoom on a single
instability of the case of the time-variable a. When T increases, a
correspondently increases by construction (Eq. (3)); at the same time κ
approaches 1 and continues to decrease even below 1, defining the
conditionally stable regime (Gu et al., 1984). At this stage the fault is
decelerating, but because the system is already undergoing to an
instability, even if 0bκb1, it does not stop and the fault already
experiences a dynamic instability (Fig. 4a). The system has already
entered a velocity strengthening regime (emphasized by red portions of
the curves in Fig. 4), in that BbA (or equivalently βb1). This further
contributes to decelerate the fault and ultimately leads to a fast
restrengthening phase, during which the frictional resistance tends to
increase rapidly after the dynamic instability. This phenomenon is clearly
visible in Fig. 3c. Interestingly, we remark here that the temperature
dependence of the frictional resistance proposed by Chester and Higgs
(1992) –which is different with respect to that of Eq. (3) – also causes a
fast restrengthening mechanism and this increase in frictional resistance
can be sufficiently pronounced to cause the rupture to stop and the so-
called self-healing rupture mode of propagation (Bizzarri, 2010a).

It is also interesting to explore how the systembehaves in the case of
the evolution of a as in Model B (red line in Fig. 1). The correspondent
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results are plotted in Fig. 5, where again we superimpose the reference
case, where a and b are kept constant over the whole time window.
In this case the fault is moderately unstable (now, at t=0, we have:
κ0=1.41 and β0=1.26 instead of κ0=2.86 and β0=1.71 as in
Model A); the reference case, compared to the reference case of
Model A, exhibits a longer interval before the first instability, lower
peaks in v (Fig. 5a) and smaller temperature changes (Fig. 5b). The
latter ultimately cause smaller variations in the parameter a (compare
Figs. 5d and 3d). Nevertheless, also in the present Model B during the
instabilities the conditionally stable regime (κb1) and the velocity
strengthening regime (βb1) are reached by the system when a is
varying. Also in this numerical simulation the slider accelerates to
instability, but the effects of the variations of a are even more relevant:
now peaks in v are reduced by nearly a factor of 10 with respect to the
reference case (Fig. 5a) and the temperature change is reduced roughly
by a factor 3 (Fig. 5b). As forModel A,we still highlight a reduction of the
seismic cycle; this is due to the fact that in the case of time-variable a the
stress release is smaller (with respect to the reference case; see Fig. 5c)
due to increased strengthening and theminimum of v after instability is
greater. Therefore the stress increase required after a dynamic event to
reach again the failure point (the peak of traction) is smaller than in the
case of constant a.
A synoptic comparison between the cycle times obtained in the
numerical experiments discussed above is reported in Fig. 6. For both
Models A and B we can observe that the temporal variations of
parameter a cause the reduction of the seismic cycle roughly by a
factor of 2 with respect to the reference configurations, having a
constant a (the cycle time decreases from 108 y to 50 y for Model A
and from 51 y to 25 y for Model B). This indicates that, together with
the thermal pressurization of pore fluids (Mitsui and Hirahara, 2009)
and the wear processes (Bizzarri, 2010b), also the inclusion of the
temperature-dependence on the direct effect of the rate and state
friction can significantly modify the seismic cycle.
5. Conclusions and outlook

Indubitably, the most severe effect of the temperature on the
rheology of fault zones is represented by the melting of rocks and
gouge materials. In such a case the Coulomb framework is no longer
valid, since the rocks behave essentially as viscous fluids and a
different rheology has to be assumed to model the fault dynamics
after the melting point (Bizzarri, 2011). In the present paper we
exclude the bulk melting by assuming parameters that led to
temperatures that remain below the (average) melting temperature
(see Figs. 2b, 3b and 5b). Moreover, laboratory experiments indicate
that numerous thermally-activated processes can take place at high
speeds, such as mechanical lubrication, thermal pressurization, flash
heating (see Bizzarri, 2009b for a comprehensive review).

On the other hand, performing low-velocity laboratory experi-
ments Chester and Higgs (1992) and Chester (1994) found direct
evidences of a dependence of the temperature (T) on the response of
the synthetic fault and they interpreted the data by proposing a rate-,
state- and temperature-dependent friction law, which generalizes the
“classical”, or canonical formulation (e.g., Ruina, 1983). Spontaneous
dynamic model of 3-D faults indicates that such a governing model
can provide a suitable mechanism to reproduce the self-healing mode
of propagation, in which the fault slip heals after some time (in other
words the fault slip velocity has a compact support; Bizzarri, 2010a).

In the present work we consider an alternative interpretation of a
temperature-dependent rheology, as suggested by low-velocity
laboratory experiments of Blanpied et al. (1998) and Nakatani
(2001), who postulate that the parameter a in the classical analytical
expression of the rate and state friction linearly varies with T (see
Eq. (3); see also Heslot et al., 1994; Sleep, 1997). Physically, this
accounts for the thermally-activated, Arrhenius-like creep processes
occurring at the asperity contacts level, where the real stresses are
GPa in magnitude (Bréchet and Estrin, 1994; Nakatani and Scholz,
2004). The parameter a modulates the slip-hardening stage of a fault
preceding an earthquake failure, and, since T evolves through time as
a function of the heat input (τ v/2w; see Eq. (4)), a also varies through
time, depending on the rupture history.

To date, this is the first example of the simulation of the whole
seismic cycle accounting for time-variable rheological parameters.
Indeed, our numerical simulations with a spring-slider system
demonstrate that such temporal variations of a can have relevant
effects on the evolution of the fault during its life, in that they will
delocalize strain in a finite width slip zone (a similar result was
obtained by Sleep, 1997, who increased the parameters μ* of Eq. (2)
with the temperature, as done in Bizzarri, 2010a).

We have shown that the system can spontaneously reach the
conditionally stable regime (κb1; see Eq. (5)) and even the velocity
strengthening regime (βb1; see Eq. (6)). The velocity strengthening
regime has received much attention because it appears to be able to
explain the inferred decrease in cosesimic slip toward the Earth's
surface (Fialko et al., 2005). The fault experiences a fast restrengthen-
ing (clearly visible in Fig. 3c), which is not sufficient to prevent the
instability from occurring or to stop the rupture (as could happen

image of Fig.�4


Fig. 5. The same as Fig. 3, but now for Model B. Note the change in the values of the ordinates. In this case we have a reduction of peaks in slip velocity roughly from 0.2 m/s to 0.02 m/s.
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when the flash heating of micro-asperity contacts is considered;
Bizzarri, 2009a; Noda et al., 2009).

The variations of a also cause a significant reduction of the peaks in
fault slip velocity (roughly of a factor of 2 for Model A and of a factor of
10 for Model B; Figs. 3a and 5a, respectively) and a reduction of
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Fig. 6. Behavior of the cycle time for the two models (Model A is in black; Model B is in
gray). Full symbols refer to the reference configurations, with constant governing
parameters, while empty symbols refer to cases with variable cix. The instabilities are
plotted starting from the fifth event to avoid possible effects of the initial conditions
(transient stage).
temperature change due to the frictional heating (approximately of a
factor of 2 for Model A and of a factor of 3 for Model B; Figs. 3b and 5b,
respectively). The reduction of the peaks in v can solve the physical
paradox of extremely large slip velocities, often resulting from
numerical experiments (Noda et al., 2009). This reduction has its
counterpart in the diminution of the developed slip, suggesting (in a
more complex 3-D fault model) a decrease of the size (i.e., the seismic
moment) of the earthquake events.

Moreover, we have found here that the stress released after each
instability is reduced with respect to the reference configurations
(Figs. 3c and 5c), while theminima of the slip velocity after the dynamic
event are larger. This implies that interseismic fault restrengthening is
faster in cases with variable a and therefore the seismic cycle is shorter
in these cases, as confirmed by Fig. 6. The significant reduction of the
recurrence time (roughly of a factor of 2 in our numerical experiments)
demonstrates that a temperature-dependent rheology adds further
complication in the attempt to estimate the seismic cycle, even for an
isolated fault with spatially homogeneous properties.

The effects discussed above are similar to those obtained when
wear mechanisms are considered in a fluid-saturated fault (Bizzarri,
2010b). However, we emphasize that in that situation the fault does
not enter the velocity strengthening regime, since the parameter β
remains constant through time (the variations of A and B due to time
changes in σn

eff are the same), contrarily to the present case of time-
variable a, in which β oscillates above and below the unity.

It is interesting to mention that time-dependent restrengthening of
fault zones through solution-aidedmechanisms can result in significantly

image of Fig.�6
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stronger fault zones (e.g., Nakatani and Scholz, 2004, Niemeijer et al.,
2008, Tenthorey and Cox, 2006). Presumably, the value of b–a changes
during this phase along with the friction. In fact, there are some
indications that a increases significantly during hold periods as a result of
densification of the gouge, which would be interesting to include in
future studies.

We emphasize that the most important changes in the frictional
resistance occur at high speeds (Fig. 4a), when temperature changes
are also more relevant; here the system is in the velocity strength-
ening regime. Indeed, Shimamoto (1986) and Shimamoto and Hirose
(2005) report for halite and gabbro a velocity strengthening behavior
at high speeds, acting as a barrier in earthquake nucleation processes.
We recall here that in the present study we neglect other thermally-
generated mechanisms, such as flash weakening, bulk melting,
thermal pressurization of pore fluids and powder lubrication, that
might cause a further significant weakening.

Given the intrinsic limitations of the spring-slider analog fault
model our results indicate that the temperature-dependence in the
direct effect of friction can be envisaged as a good candidate to
interpret the laboratory data at high speeds realized with the new-
generation laboratory machines and further confirm the importance
of the temperature in the context of the seismic hazard assessment.
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