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What can physical source models tell us about the recurrence time of earthquakes?
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Earthquake prediction, no matter what the timescale, has been and continues to be a contentious subject and
it is indubitably a prominent challenge for modern seismology and earthquake physics. Indeed, few natural
events can have the catastrophic consequences of earthquakes (earthquakes today account for about 60%
of natural fatalities). A physical description of an earthquake represents an amenable approach to the predic-
tion, but it suffers of some limitations, basically due to the notorious ignorance about the initial state of a
given fault and about the physical law controlling its traction evolution. Independent on those intrinsic, ep-
istemic limitations, the concept of the earthquake recurrence, based upon the idea of the cyclic (or character-
istic) earthquake, has been often invoked to describe (and thus to predict) subsequent instability events on a
seismogenic structure. In this paper, by using the simplest analog fault model, the one-degree-of-freedom
mass–spring system, we quantitatively show that the concepts of the recurrence time and the earthquake
cycle have limitations (even making them meaningless). We will discuss in a compendious synopsis all
the possible physical mechanisms which can dramatically affect the recurrence time. Our conclusions empha-
size again that the competing mechanisms potentially occurring during faulting, even in the simplest and ide-
alized condition of an isolated fault, can significantly complicate the regular cyclicity of earthquakes
predicted by the analog fault system. These conclusions can contribute to the debate about the role of the
physical modeling of earthquakes in the contest of seismic hazard assessment.

© 2012 Elsevier B.V. All rights reserved.
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1. Introduction

The time of occurrence of earthquakes has clear implications in
the context of seismic hazard assessment (SHA), and disaster mitiga-
tion and it has a major relevance in the framework of the physics of
faulting. The concept of the self-organized criticality (SOC) assumes
that the Earth's crust is always in a critical state in terms of stress con-
ditions (Bak et al., 1987; Turcotte, 1997; Turcotte et al., 2009). The
SOC idea can give an explanation of the scale-invariant power-law be-
haviors frequently recognized in real earthquakes described by the
Gutemberg–Richter (Gutenberg and Richter, 1944) recurrence law
for the magnitude distribution of the earthquake events and the
Omori law (Jeffreys, 1938) for the time evolution of the frequency
of the aftershocks (see also Scholz, 2002; Rundle et al., 2003;
Turcotte et al., 2009). Both of these empirical laws are essentially of
statistical nature, in that they become evident only after examining
a sufficiently large number of events. A common example of this
kind of stochastic models is the decision-making process, as well as
the statistical mechanics (see for instance Vere-Jones, 2010). In seis-
mology, the probabilistic methods often presents a lack of knowledge
about the physical processes behind an earthquake and this is the rea-
son of criticism expressed by some authors (e.g., Wang, 2008, among
others).

On the other hand, it should also be mentioned that, sometimes,
real earthquakes exhibit apparently opposite features, in that they
are commonly referred to as “characteristic earthquakes” (CEs). This
concept, basically formalized by Reid (1910) and build on a letter to
the Salt Lake City Tribune in 1883 by G. K. Gilbert, assumes that a dy-
namic event occurs in the Earth crust when the tectonic shear stress
reaches some critical level, at regular time intervals, determined by
the state of the fault and by the tectonic load (see also Schwartz
and Coppersmith, 1984). Classical models of earthquake recurrence
(e.g., Shimazaki and Nakata, 1980) postulate that the time of occur-
rence of the next earthquake event can be somehow predicted a
priori, given the critical level of stress (strictly periodic or time-
predictable models) or the stress drop that occurred during the previ-
ous event (slip-predictable models). The CE model theorizes that the
Gutemberg–Richter relationship does not hold for large interplate
earthquakes that do not represent the distribution of seismicity on
an individual fault (Ishibe and Shimazaki, 2012, and references cited
therein).

The concept of earthquake recurrence is intimately related to the
concepts of seismic cycle, which becomes popular because several
earthquakes have been observed to occur in the same segment of
the fault with nearly constant inter-event times; off Kamaishi,
where the Pacific plate subducts beneath northern Honsu, Japan,
magnitude 4.8±0.1 earthquakes occurred repeatedly at intervals of
5.5±0.7 years since 1957 (Okada et al., 2003). Sykes and Menke
(2006) found that great earthquakes of magnitude 8 occurred along
the Nankai trough, where the Philippine Sea plate subducts beneath
southwestern Japan, roughly every 100 years. Moreover, at the
Parkfield segment of the San Andreas fault, California, interplate
earthquakes of about class 6.0 have occurred at recurrence intervals
of 23±9 years since 1857 (Bakun and McEvilly, 1979; Sykes and
Menke, 2006). Moreover, the concept of recurrence time is widely
used in probabilistic hazard analysis and has also practical implica-
tions, in that it forms the basis of building codes in many countries,
including Italy; indeed, the technical rules of building construction
in Italy (Norme tecniche di costruzione, 2008) are presently based
upon the concept of recurrence time (see Table 1 therein), because
they rely on the probabilistic seismic hazard assessment (PSHA).
Moreover, the concept of recurrence time is also employed in the
framework of earthquake prediction.

There is no reason to overemphasize that in the framework of the
seismology the physical modeling is inherently amenable. However,
there are two main limitations in this kind of approach to describe

the earthquake faulting: (1) the ubiquitous ignorance of the initial
state of the faults, expressed both in terms of stress state and geomet-
rical features, and (2) the ignorance of the governing laws describing
the dissipative chemico-physical mechanisms potentially occurring
(and interacting one with another) during an earthquake failure.
Both of these limitations pose an outstanding challenge to both seis-
mologists and physicists; a thorough discussion can be found in
Bizzarri (2009, 2011a). An illustrative, albeit oversimplified, example
can be found in the behavior of a bullet; if we exactly know the initial
velocity, the angle with respect to the horizontal and the initial direc-
tion, then the knowledge of the second law of dynamics makes it pos-
sible for us to exactly predict where and when the bullet will hit the
ground. In the mechanics of faulting we still ignore the exact law
which controls the traction evolution before, during and after a seis-
mic event. Since the early knowledge of '70s and '80s (far of being ex-
haustive, see for instance Ida, 1972; Dieterich, 1978; Ruina, 1983)
much progress has been made both in laboratory investigations
(e.g., Sone and Shimamoto, 2009 among many others) and in numer-
ical experiments (Bizzarri, 2011a; Lapusta and Barbot, 2012). An im-
portant point has to be stated here; in quantum mechanics the
Heisenberg's uncertainty principle theoretically established the im-
possibility to exactly predict the position and the momentum of a
particle, simultaneously (Heisenberg, 1927). On the contrary, there
is no theoretical reason to state that the prediction of an earthquake
occurrence is a priori impossible from a theoretical point of view. Of
course, the serious (practical) limitations discussed above make this
ambitious goal tremendously far of being nowadays accomplished
and the result is that, as at today, there is no reliable method avail-
able to predict earthquakes in a strict direct (or forward), determinis-
tic sense. With the term deterministic we refer to physical models in
which all the components of the mechanical system can be described
through the formulation of mathematical laws and its behavior can be
therefore predicted exactly. We distinguish this approach from the
stochastic (or statistical) models, which accept that several properties
of a given process are out of range, and that they are replaced by ran-
dom processes, whose behavior cannot be predicted exactly (as in the
previous case), but can be described only in probability terms
(Vere-Jones, 2010).

In this paper we critically review the concept of recurrence time and
analyze the applicability of this concept on the knowledge that can be
gained from the study of basic physical fault models. In particular, we
will consider a physical approach, in which the fault governing law and
the initial condition are assumed to be known (see Section 2). By consid-
ering different mechanisms occurring during faulting (Sections 3–8) we
will explore if this time can be properly defined and we quantitatively
show howmuch it can be constrained. In Sections 9 and 10 we summa-
rize the results and we discuss the potential implications.

2. The physical modeling of repeated earthquakes

2.1. The spring–slider dashpot model

In this paper we consider the widely-employed 1-D fault model,
known as spring–slider (or mass–spring) system, in which the fault
is modeled as a material point of mass m (per unit area), which slides
over a plane against a frictional resistance τ and it is subjected to a
normal load σn

eff (see for instance Gu et al., 1984; Tse and Rice,
1986, among many others). The system is loaded at the end of the
spring by a remote velocity, vload, which physically represents the
speed of a tectonic plate loading the seismogenic region under
study. A sketch of the system is reported in Fig. 1.

The equation of motion of the spring–spider system is a first order
PDE describing a damped harmonic oscillator:

_U ¼ F U; tð Þ ð1Þ
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Fig. 1. Sketch representing the mass–spring fault model adopted in this paper. A mass m (per unit fault surface area) is loaded by a remote tectonic load _τ0 ¼ k vload≡k _uload exerted
through a spring of elastic constant k (vload is the velocity of the tectonic plate). The mass slides on the plane (simulating the fault) against a frictional resistance τ.
Modified from Bizzarri (2010).
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Fig. 2. Results pertaining to a spring–slider simulation with the canonical Dieterich–Ruina law (Eq. (33) in Bizzarri, 2011a) and the parameters of Table 1. (a) Time evolution of the
slip, with inset reporting a zoom of the region marked in gray in panel (a). (b) Time evolution of the slip velocity, in semi-logarithmic scale. (c) Phase diagram in the space (u,v). In
the abscissa we report the slip developed during each instability event, i.e. the quantity u(t)−utot

[n−1], for t≥ t[n−1]. (d) Phase diagram in the space (v,τ). In panels (c) and (d) black
arrows indicate the direction of the orbit. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
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where

U≡ u
v

� �
and F≡

v
1
m

f u; v; tð Þ

" #
ð2Þ

with

f u; v; tð Þ≡kvload t−ku tð Þ−τ: ð3Þ

In Eq. (1), U formally defines the state of the system at a generic
time t, in the canonical phase space (u,v), which is, for fault models,
the counterpart of the canonical phase space (p,q) in classical
Hamilonian systems (p is the position of a material point and q is its
momentum; e.g., Findlay, 1911). The overdot in Eq. (1) indicates the
time derivative. In Eqs. (2) and (3) u is the displacement of the
block and v is its time derivative (i.e., the sliding velocity). Namely,
the quantity u defines how much the fault has slipped at a generic
time t (see also next Fig. 2a). Although there is no explicit discontinu-
ity interface in the present model, during the coseismic phase of the
rupture (characterized by the “slip” event) u can be regarded as the
fault slip, properly defined in continuummodels of faulting as the dis-
continuity of the displacement vector (see Eq. (3) in Bizzarri, 2011a).
The velocity v spans over many orders of magnitude, characterizing
the slow interseismic phase (or the “stick” phase of the dynamical
system, in which v~vload) and the coseismic stage (in which v ap-
proaches the so-called seismic range, where v~several m/s). The
fault stiffness k – which mimics the interactions with the elastic me-
dium surrounding the fault – can be associated with the static stress
drop and the total slip developed during the failure event (Walsh,
1971). The constants m and k define the period of the freely slipping
harmonic oscillator, T=2π

ffiffiffi
m
k

p
. Finally, the product kvload expresses

the loading rate of tectonic origin ( _τ0), which is a constant in the
present model.

The traction τ appearing in Eq. (3) formally defines the fault
governing law, which is an analytical relation expressing the depen-
dence of the shear stress components on some physical observables,
such as u, v, some state variables, etc. In full of generality, we can ex-
press τ as in Eq. (10) of Bizzarri (2011a); in the remainder of the
paper we will refer to the rate- and state-dependent rheology
(Ruina, 1983).

Eqs. (1)–(3) are a proxy of the true behavior of an extended fault
embedded in a continuous medium and they are intended to be valid
in the case of a fault with homogeneous properties. More complicated
– and realistic – models can be formulated to study the whole life of a
fault; for instance, the inherently discrete Burridge–Knopoff model
(Burridge and Knopoff, 1967), in which multiple blocks of mass are
connected by springs having potentially different elastic constants to
mimic the possible spatial heterogeneities in the elastic medium
(Huang et al., 1992), can be regarded as a natural extension of the single
body spring–slider system considered here (see also Kawamura et al.,
2012 for a discussion). The Burridge–Knopoff model becomes very
popular in the physics community after Carlson and Langer (1989a,
1989b), because of its capability to reproduce the Gutemberg–Richter
law (e.g., Saito and Matsukawa, 2007). On the other hand, we mention
that models of finite-extend fault have been also adopted to simulate
the quasi-static and the subsequent quasi-dynamics stages of an earth-
quake rupture (e.g., Lapusta and Liu, 2009). In the present study we
deliberately adopt the simplest model to simulate the evolution of the
fault properties to better focus on the concept of earthquake recurrence,
without considering the possible complications arising from spatial
heterogeneities and geometrical complexity of fault structures handled
in extended fault models.

2.2. Dynamic instabilities and seismic cycle

To define the inter-event time wemust define the time occurrence
of an instability. To this goal we introduce a threshold value of the
sliding velocity (vl); when v exceeds vl we define the time occurrence
of an earthquake instability:

t n½ � v t n½ �� �
≥vl

��� ð4Þ

where the integer n counts the number of instabilities. This threshold
criterion has been widely adopted in the previous literature (Day et
al., 2005; Rubin and Ampuero, 2005; Bizzarri and Belardinelli, 2008;
Bizzarri and Spudich, 2008), because it has the relevant advantage
of being independent on the value attained by the fault traction,
which is a priori knowable in the framework of the linear
slip-weakening friction law (Ida, 1972), but is a priori unpredictable
in the case of the rate- and state-dependent friction laws (Bizzarri
et al., 2001; Bizzarri and Cocco, 2003).

The time separating two subsequent instability events naturally
defines the seismic inter-event time (Tcycle), which of course has a dif-
ferent meaning than the period T defined in Section 2.1. We can write
(for n≥2):

T n½ �
cycle ¼df t

n½ �−t n−1½ �
: ð5Þ

2.3. Numerical approach

Although the equation of motion (1) can be solved analytically in a
closed-form for some special cases (see Bizzarri, 2012a), we solve it
numerically by using the fourth-order accurate Runge–Kutta algo-
rithm with auto-adaptive time stepping (Press et al., 1992). Our nu-
merical code, which implements the algorithms RKQC and RK4 of
Press et al. (1992), gives the same results as the ODE45 routine in
Matlab® (see Matlab® documentation), used by other authors
(e.g., Kato, 2001; de Lorenzo and Loddo, 2010).

We consider two different regimes of the dynamical system, one
being characterized by a quasi-static behavior and one which is fully
dynamic. They are discriminated by a critical value vc≪vl; for v≥vc
we solve the complete equation of motion (Eq. (1)), while for vbvc
we neglect the inertial affects. In this case we assume that the sliding
acceleration is negligible because the fault is evolving slowly; this
stage basically represents the interseismic phase of the fault, de-
scribed by the following equations

_̃
U ¼ F U; tð Þ ð6Þ

where:

Ũ≡ u
0

� �
ð7Þ

and F is the same as in Eq. (2). By considering the definition of f (see
Eq. (3)), Eq. (6) can be simply written as it follows:

kvload t−ku tð Þ−τ ¼ 0: ð8Þ

2.4. A typical example of a characteristic earthquake

An example of the evolution of the system is reported in Fig. 1; the
parameters are tabulated in Table 1. In this case we adopt the canon-
ical (or classical) formulation of the Dieterich–Ruina (DR henceforth)
law (see Eq. (33) in Bizzarri, 2011a and references cited therein). In
this example we can clearly envisage the cyclic behavior of the
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system; the slip developed during a single instability, utot[n], is always
the same (Fig. 2a), as well as Tcycle

[n] (Fig. 2b; in this case 138 years).
This is due to the fact that, after the completion of the evolutionary
phase, related to the initial conditions, the system enters in its limit-
ing cycle (Fig. 2c and d). In particular, we have that the values
attained by the traction during subsequent instability events are the
same, in that the peak and the minimum stresses are the same. This
guarantees the same stress release during each instability, which re-
flects in the same magnitude of the earthquakes occurring on this
fault. Also the minimum values of the slip velocity are constant
through time (Fig. 2b) and this causes the restrengthening phase to
be always the same. In other words, the fault takes always the same
time to recover its stress and reach the failure point at the next insta-
bility event. We can clearly see in the phase portraits (Fig. 2c and d)
that the same trajectory (or orbit) in the phase space is covered forev-
er, after the transient, initial stage. Mathematically, if we denote with

S(t) a generic state of the system (which can be either u tð Þ−u n−1½ �
tot

v tð Þ
� �

or v tð Þ
τ tð Þ

� �
referring to Fig. 2c and d, respectively), we have that Scycle is

the limiting cycle, because it holds:

lim
t→þ∞

jjS tð Þ−Scyclejj ¼ 0: ð9Þ

It is apparent that this numerical experiment represents the pro-
totype of a cyclic, or characteristic, earthquake. In the following
Sections 3–8 we will discuss how much this idealistic configuration
is realistic and whether it is a stable feature emerging from dynamic
modeling of earthquakes.

3. Fault interactions and stress triggering

A fault is not an isolated physical system, but it is generally a part
of a more complex environment, where multiple faults interact one
with the others. Indeed, when a fault fails the emitted seismic
waves not only strike the ground, but also perturb the Earth
(e.g., Harris, 1998; Stein, 1999). These stress perturbations can be

responsible for aftershocks and they can also trigger earthquakes in
the neighboring areas. The stress re-distribution can broke “asperi-
ties” (Kanamori, 1981) prone to fail or load damaged zones character-
ized by different levels of instability (Boatwright and Cocco, 1996).
Depending on their features, different stress perturbations can trigger
“new” earthquake events in a very elaborated way (Belardinelli et al.,
2003); at remote distances transient (i.e., dynamic) stress changes
are dominant (Rybicki et al., 1985; Cotton and Coutant, 1997;
Gomberg et al., 1997), but in the near-field transient and permanent
(i.e., static) stress changes cannot be separated and they act together
in triggering impending earthquakes (Harris, 1998; Gomberg et al.,
2000).

It is evident that even if we postulate the theoretical existence of
the cycle time of an earthquake, its cyclicity can be dramatically al-
tered by other events previously occurred. This argument alone is
able to explicitly state the serious theoretical limitation in the concept
of the characteristic earthquake recurrence. In the remainder of the
paper (Sections 4–8) we will consider only a single fault and we
will concentrate on the various things which can affect Tcycle or even
make it meaningless.

4. The role of the assumed governing model

In the present section we will show that the recurrence time in-
herently depends on the choice of the constitutive law. Actually, the
choice of the most appropriate model to describe the physics of earth-
quakes is still a matter of lively debate. The discussion of the limita-
tions and the major advantages of the various friction laws inferred
from laboratory experiments or introduced theoretically are defini-
tively beyond the scope of the present paper; readers can refer to
the thorough review in Bizzarri (2011a).

To show how much Tcycle can vary depending on the adopted
governing equation we have considered three different constitutive
models, namely, the DR, the Ruina–Dieterich (RD hereinafter) and the
Chester–Higgs (CH hereinafter) models (see Eqs. (33), (35) and (48)
of Bizzarri, 2011a, respectively). The DR and RD models basically differ
for the formulation of the evolutionary law for the state variable; in
the former the state variable Ψ describes the time evolution of the
micro-asperity contacts, while in the latter it has to be regarded simply
as a dummy variable, which accounts for the memory of the previous
slip events (Ruina, 1983). On the other hand, the CH model descends
from the RD one, but it incorporates an explicit dependence of the fric-
tional resistance on the temperature T developed by frictional heat. In
this case T appears as a third, independent variable (in addition to v
and Ψ) in the analytical formulation of τ. (In Section 8 we will discuss
an alternative interpretation of the temperature-dependence of τ, in
which T enters in the constitutive parameters, which is constant in the
presentmodeling.) All of the above-mentioned governingmodels, basi-
cally inferred from experiments at laboratory-scale, have been assumed
to be valid also at real fault-scale; indeed, there seems not to be an ob-
vious distinction between the source physics underlying small and large
events (Zechar and Nadeau, 2012).

Figs. 3 and 4 summarize the results of numerical simulations. In
these figures we have also considered, for each evolution law, a mod-
ification at high speeds, in which the explicit dependence on v of the
frictional resistance is assumed to be valid only at low speeds (Weeks,
1993; Boatwright and Cocco, 1996; Mitsui and Cocco, 2010; Bizzarri,
2012c), Namely, it is assumed that the term ln(v/v*) is replaced by
ln(vc/v*) for v≥vc (i.e., in the dynamic regime; see Section 2.3).
From the evolution of the sliding velocity (Fig. 3a) we can note the
differences between the velocity peaks for each constitutive law, as
well as the different time occurrence of seismic events obtained by
assuming the same constitutive law on the fault, but considering fro-
zen or not frozen conditions. In particular, referring to the velocity
peaks, we can see that higher velocities are reached in the case of
the DR law. Furthermore, the slip velocities obtained for the frozen

Table 1
Reference constitutive parameters adopted in this study. The subscript 0 denotes the
initial state of the system, at t=0.

Parameter Value

Model parameters
Tectonic loading rate, _τ0 ¼ kvload 3.17×10−3 Pa/s

(=1 bar/year)
Machine stiffness, k 10 MPa/m a

Period of the analog freely slipping system, T=2π
ffiffiffiffiffiffiffiffiffi
m=k

p
5 s

Critical value of the sliding velocity above which the
dynamic regime is considered, vc

0.1 mm/s

Threshold value of the sliding velocity defining the
occurrence of an instability, vl

0.1 m/s b

Fault constitutive parameters
Initial effective normal stress, σn

eff
0 30 MPa

Logarithmic direct effect parameter, a 0.007
Evolution effect parameter, b 0.016
Characteristic scale length, L 1×10−2 m
Reference value of the friction coefficient, μ

*
0.56

Reference value of the sliding velocity, v
*

3.17×10−10 m/s
Initial slip velocity, v0 3.17×10−10 m/s
Initial value of the state variable, Ψ0 31.5×106 s

(=Ψss(v0)=L/v0) c

Initial shear stress, τ0 16.8 MPa (=μ
*
σn

eff
0)

a With the adopted constitutive parameters this corresponds to an unstable regime,
in that kbkcr≡(b−a)σn

eff/L=27 MPa/m (Gu et al., 1984).
b In agreement with Bizzarri and Belardinelli (2008) and references cited therein.
c The system starts at t=0 from its steady state (at a generic time t

*
the steady state

is defined by the condition d
d tΨ t¼t� ¼ 0j ).
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case are greater than those obtained for the not frozen one, for both
DR and CH constitutive laws, while an opposite trend occurs for the
RD law.

We plot in Fig. 2b the time evolution of the resulting traction pre-
dicted by the different constitutive equations. It can be clearly ob-
served that higher shear stress peaks are obtained with the CH
frozen simulation (light red line), while lower shear stress peaks are
reached in the RD simulations (light and dark green lines). Moreover,
the shear stress peaks reached in both DR an RD simulations are com-
parable, while the CH frozen peaks are significantly greater than
those referred to the CH not frozen simulation. Furthermore, by con-
sidering both the DR simulations (frozen and not frozen; light and
dark blue lines), the shear stress minima are significantly lower in
the frozen constrain. The opposite occurs in the RD simulations, that
is the minima turn out to be lower in the not frozen case. On the
other hand, the traction minima seem to be comparable in both the
CH simulations. Interestingly, the stress drop pertaining to each con-
stitutive law is proportional to the slip velocity peaks (showed in
Fig. 3a); the highest stress drops are associated to the highest slip ve-
locities, realized in the DR simulations.

To the present matter the most apparent result is reported in
Fig. 4, which shows the recurrence times of the seismic instabilities
for all the considered constitutive laws, either in frozen and not fro-
zen case. Here it can be observed that, on average, for both the frozen
and not frozen simulations the CH law shows a lower seismic cycle
pattern, the DR shows the highest values of seismic cycle while the
RU seismic cycle is about in the middle. Moreover, while for both
CH and DR laws the seismic cycle is smaller in the not frozen case,
for the RD law the lower seismic cycle is related in the frozen

simulation. Therefore the RU seismic cycle has an opposite trend,
compared to the other two constitutive laws, as it can be from Fig. 4.

The most prominent conclusion of the present exercise is that, al-
though constant over the whole live of the fault, the recurrence time
is markedly controlled by the non obvious choice of the governing
model. Of course, with an appropriate choice of the constitutive pa-
rameters, it is possible to obtain the same value of Tcycle with different
models (one example is reported in Fig. 5).

5. Additional phenomena controlling the recurrence time: the
thermal pressurization of pore fluids

Ample evidence has been discussed to demonstrate that fluid flow
and/or pore pressure evolution can affect earthquake ruptures (Hubbert
and Rubey, 1959; Miller et al., 1996; Yamashita, 1998; Shapiro et al.,
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2003). In the source physics a prominent role is played by the thermal
pressurization (TP henceforth) of the pore fluids; the frictional heat pro-
duced during the coseismic sliding causes an expansion of the fluids per-
meating the fault zone. The host rockmatrix cannot deform so quickly to
accommodate such a volume expansion and therefore it pressurizes the
fluids, which are squeezed out of the fault (e.g., Lachenbruch, 1980).

The TP mechanism can play a very important role in determining
the recurrence time of earthquakes; a typical example is reported in
Fig. 5, where we compare a perfectly dry fault to a wet fault with
TP. In the latter case the governing law is a modification of the classi-
cal DR model (see Eq. (40) in Bizzarri, 2011a and references cited
therein). In this case the effective normal stress varies through time,
since σn

eff(t)=σn−pfluid(t) (where σn is of tectonic origin and pfluid
is the pore fluid pressure, expressed as in Eq. (4) of Bizzarri, 2010).
This variation causes in turn a modification to the frictional resistance
of the fault (because τ=μσn

eff, μ being the coefficient of friction) and a
different evolution of the state variable.

Our results also confirm the findings by Mitsui and Hirahara
(2009) that the pore fluid migration increases the recurrence interval
of the instability events; for the parameters adopted here Tcycle in-
creases by nearly 120% (from 138 years in the reference configuration
to 165 years when TP is considered). This is basically due to the fact
that TP also enhances the decelerating phase subsequent to an insta-
bility event, causing the system to reach a state having both the resid-
ual stress and the slip velocity lower than in the reference case
(Fig. 6). This ultimately implies that the slider has to endure a more
longer recovery phase (the inter-seismic fault restrengthening) be-
fore it undergoes the next slip failure (Bizzarri, 2010).

To summarize, we have seen that the inclusion of TP mechanism,
can dramatically change the value of the earthquake recurrence
time, as it occurs when we change the governing model for a dry
fault (see Section 4).

6. The effects of wear

One of the prominent parameters in the TP model is the size of the
slipping zone, 2w, where the maximum deformation is concentrated
(Bizzarri, 2009 and references cited therein). Some geological evi-
dence suggests that 2w can be spatially variable even within the
same fault structure (e.g., Rathbun and Marone, 2010). Moreover,
there are indications from faults in mines, at outcrops and in

laboratory specimens that wear processes occurring during brittle
faulting cause the slipping zone to enlarge (Hull, 1988; Marrett and
Allmendinger, 1990). Here, in agreement with Power et al. (1988),
Robertson (1983) and Bizzarri (2010) we consider a linear variation
of 2w:

w tð Þ ¼ Cu tð Þ ð10Þ

where C being a dimensionless constant. Physically, this widening
model assumes that the slipping zone thickness of natural faults de-
pends on the accumulated slip because the micro-asperities that
must be broken during sliding also depend on u. Since the displace-
ment is controlled by the fault rheology, 2w also depends on the rhe-
ological properties of the sliding interface.

The results pertaining to models including wear evolution are
reported in Fig. 7, where different values of the constant C of Eq. (10)
have been assumed. Indeed, from Fig. 7a it is clear that, as long as 2w in-
creases, the variations in σn

eff during the coseismic slip failures continu-
ously decrease. With TP and constant 2w (red lines in Fig. 7a) the
coseismic variations of σn

eff are roughly equal to 12 MPa (40% of
σn

eff
0), while for varying 2w with C=0.05, after 1380 years we have

Δσn
eff~4 MPa (13% of σn

eff
0). More interestingly for the present matter,

we can see that the evolution of the slipping zone significantly changes
the duration of the seismic cycle. To quantify this, we report in Fig. 7b

1.0E+05

5.1E+06

1.0E+07

1.5E+07

1.E-42 1.E-36 1.E-30 1.E-24 1.E-18 1.E-12 1.E-06 1.E+00

Slip velocity ( m/s )

T
ra

ct
io

n
 (

 P
a 

)

Reference

With t. p.

Fig. 6. Comparison between a dry (black curve) and wet fault with thermal pressuriza-
tion (TP) of pore fluids (red curve). The adopted parameters are those of Table 1; in the
latter case the additional parameters are: T0=100 °C, c=3×106 J/(m3 °C) and κ=
1×10−6 m2/s (as in Fig. 3) and χ=1×10−6 m2/s, ω=0.4 m2/s, γ=0.5, 2w=
1.4 mm. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
Modified from Bizzarri (2010).

1.5E+07

2.0E+07

2.5E+07

3.0E+07

0.0E+00 2.0E+10 4.0E+10 6.0E+10 8.0E+10

Time ( s )

E
ff

ec
ti

ve
 n

o
rm

al
 s

tr
es

s 
( 

P
a 

)

(a)

(b)

σn

eff

0

115

125

135

145

155

165

5 10 15 20 25 30

Instability number

R
ec

u
rr

en
ce

 in
te

rv
al

 (
 y

 )

Reference
With t. p.
K = 0.001
K = 0.005
K = 0.01
K = 0.02
K = 0.05
K = 0.1

K = 0.02, variable 
Dc, with t. p.

K = 0.02,
variable Dc, no t. p.

K = 0.001
K = 0.005
K = 0.01
K = 0.02
K = 0.05
K = 0.1

C
C
C
C
C
C

C
C
C
C
C
C

Fig. 7. Results pertaining to wet fault where TP is active and where wear evolution is also
considered (see Eq. (10)). (a) Time evolution of the effective normal stress. (b) Resulting
recurrence times. For comparison, we also include the reference case of a dry fault (black
circles) and a wet fault with TP, but constant 2w (i.e., without wear effects). As for Fig. 4,
Tcycle is computed in all cases starting from the 5th instability event, in order to avoid
possible effects of the initial transient stage of the system.
Modified from Bizzarri (2010).

310 A. Bizzarri / Earth-Science Reviews 115 (2012) 304–318



Author's personal copy

the estimated values of Tcycle for the different values of C as a function of
subsequent instability events. Cases of a dry fault (black circles) and
fluid-saturated fault, but with constant 2w (red squares) exhibit con-
stant recurrence times, in that the system enters the limiting cycle (as
already discussed in Section 2.4). This is also the case when C≤0.001,
i.e., when wear processes are negligible. On the contrary, when wear
is significant, we observe from Fig. 2d a continuous change in Tcycle, be-
cause the limiting reference cycle is not reached by the system in these
cases.Weemphasize that as long as 2w increases the porefluid pressure
variation is smaller and correspondently Tcycle decreases.

Therefore, we have shown here that the wear processes can signif-
icantly alter the inter-event times. In this case the system does not
necessarily enter the limiting cycle and therefore, strictly speaking,
the meaning of characteristic earthquake and recurrence time be-
comes somehow meaningless. Remarkably, this complicates the pre-
dictability of a subsequent earthquake, even in the idealized case of
an isolated seismogenic fault.

7. The importance of the hydraulic properties and their evolution

In addition to the thickness of the slipping zone, 2w (considered in
Section 6), the parameter of pivotal importance for fluid-infiltrated
fault is the hydraulic diffusivity ω, which is defined as it follows:

ω ¼ K
ηfluidβfluidΦ

ð11Þ

where K is the permeability of the medium, ηfluid is the dynamic vis-
cosity of the fluid, βfluid is its isothermal coefficient of compressibility
andΦ is the porosity (e.g., Andrews, 2002). In general, βfluid –which is
defined as the inverse of the bulk modulus of elasticity of the fluid;

namely: βfluid ¼ 1
ρfluid

∂ρfluid

∂pfluid T¼constj , where ρfluid is the cubic mass density

of the fluid and partial derivatives are calculated for constant temper-
ature (Batchelor, 1967) – depends on the confining pressure and on
the temperature (see Lachenbruch, 1980, his Fig. 1, and references
cited therein; see also Garagash and Rudnicki, 2003). This depen-
dence is non linear and an analytical, quantitative interpretation of
the reported data – which is necessary in order to include these var-
iations in our model – is presently missed. Also the dynamic fluid vis-
cosity can change due to temperature variations. If the fluid is pure
water, an empirical description of this variation is expressed by the

following relation: ηfluid ¼ A10
B

T−C , where the temperature T is in K,
A=2.414×10−5 Pa s, B=247.8 K and C=140 K (see Seeton, 2006
for a review). Even if we assume constant values of βfluid and ηfluid
the hydraulic diffusivity can change through time (thus exhibiting
an implicit time dependence) due to temporal variations of porosity
and permeability.

7.1. Porosity evolution

The porosity of a porous material (rock or sediment) is the
dimensionless ratio between the current fraction of voids (pore
volume; Vvoids) with respect to the total volume (Vtot) of the
material: Φ ¼ Vvoids

Vtot
. By definition, Φ (sometime indicated with the

symbol n) fails in [0,1]; Φb0.01 for solid granite and Φ>0.5 for
clay (e.g., Paterson andWong, 2005). Fault zone porosity is expected
to change during a coseismic process due to the formation of the new
cracks, changes to ineffective (or isolated) to effective (or
connected) porosity (rearrangement of the interconnection chains
between existing voids), grain size comminution, gouge evolution,
etc. The time variations of Φ ultimately accounts for both frictional
dilatancy ( _Φ > 0) and ductile compaction ( _Φb0). As comprehensive-
ly discussed by Bizzarri (2009), in the literature several analytical ex-
pressions of the time evolution of the porosity have been introduced;
in this study we adopt the widely used model proposed by Sleep

(1995; see also Segall and Rice, 1995), which is based on the critical
state concept in soil mechanics, postulating the existence of a steady
state porosity. In particular,Φ is assumed to be directly controlled by
the evolution of the state variable Ψ:

Φ tð Þ ¼ Φ�−εSRln
Ψv�
LSR

� 	
ð12Þ

where Φ* is a reference value for porosity and εSR is a sensitivity pa-
rameter (or dilatancy coefficient, roughly ranging between 5×10−5

and 3×10−4; see Samuelson et al., 2009), which controls the
amount of variation of Φ and which physically represents a measure
of porosity changes caused by velocity variations (namely is: εSR=
ΔΦ/Δln(v)). We assume here the same value of Φ* adopted in previ-
ous studies (Andrews, 2002; Bizzarri and Cocco, 2006; Mitsui and
Cocco, 2010). LSR is a characteristic scale length for the time evolu-
tion of Φ; laboratory experiments by Marone et al. (1990) indicate
that in response to steps in slip velocity the porosity evolves toward
a new steady state over a distance comparable to the evolution dis-
tance for the friction resistance (L). It is worth mentioning that the
evolution law (12) refers to inelastic changes on pore volume (in
other words the quantity Φ in Eq. (12) should be regarded as the
plastic component of porosity). The inclusion of a thermoelastic
part, due to changes of pore pressure and temperature with respect
to the initial conditions, can eventually increase the effect of the
plastic component of the porosity (Segall and Rice, 1995).

7.2. Permeability evolution

The permeability physically represents a measure of the ability
of a porous rock or a unconsolidated material to transmit fluids. It
is often expressed through the hydraulic conductivity (κ) via

K ¼ κ ηfluid
ρfluid g

, where g is the acceleration of gravity. In the special case

of a single-phase porous material the permeability is an intensive
property, i.e., it is a function of the material structure only and, as
such, it is scale invariant (it does not depend on the amount of the
porous material or on the system size). This is not the case in geolog-
ical systems, where larger system sizes generally have larger conduits
for fluid flow. Permeability enters as a part of the proportionality
constant in the Darcy's law, expressing the volumetric flow rate of
the fluid per unit area (qζ , also named Darcy's velocity) as a function
of the pressure gradient (in one dimension (ζ) we have:
qζ ¼ − K

ηfluid
d
dζ pfluid). The estimation of the permeability is of pivotal

importance in many areas of Earth sciences, TP mechanism, magma
degassing, hydrocarbon recovery, etc.

Unfortunately, though permeabilitymeasurements were performed
in different rock types (e.g., Zhang et al., 1999; Wibberley and
Shimamoto, 2003), because of technical difficulties, this fundamental
parameter is difficult to estimate at seismic deformation conditions
(i.e., slip rate of 1 m/s).

Local variations of the rock permeability have been inferred from
observations of natural faults and from laboratory samples (Jourde
et al., 2002). One possibility, essentially due to Rice (1992), postulates
an explicit dependence of K on the effective normal stress:

K tð Þ ¼ K�e
−σeff

n tð Þ
σn� ð13Þ

in which K* and σn* are reference values of permeability and normal
stress, respectively.

Another possibility for the evolution of K we consider consists in
the Kozeny–Carman's model, which directly relates the permeability
to the porosity (Kozeny, 1927; Carman, 1937). This amenable link be-
tween media properties and flow resistance inside pore channels suf-
fers from the intrinsic difficulty of evaluating in detail the spatial
shape of the channels and their distribution. Among the large number
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of the formulations of the Kozeny–Carman's relation (see also Costa,
2006 for a discussion) we adopt here the following equation:

K tð Þ ¼ KKC
Φ tð Þð Þ3

1−Φ tð Þð Þ2 D tð Þð Þ2 ð14Þ

KKC being a dimensionless parameter (which generally depends on
the material; see Costa, 2006 and references cited therein) and D
the (average) diameter of the grains (ranging between 4×10−5 m
and 1×10−4 m; see Niemeijer et al., 2010). The explicit time depen-
dence of D in Eq. (14) accounts for possible gouge refinement and
fragmentation; in the present approach, however, we will simply
consider a constant diameter D=D0 (therefore Eq. (14) is equivalent
to the relationK tð Þ ¼ K ′

KC
Φ tð Þð Þ3

1−Φ tð Þð Þ2, with K′KC≡KKCD0
2). We do not want

overemphasize that in this case only a time variable porosity causes
temporal changes in K.

7.3. Numerical results

As pointed out by Bizzarri (2012b), the time variations of hydrau-
lic diffusivity only due to porosity changes (through Eq. (12)) do not
markedly affect the earthquake recurrence (cycle time), the traction
evolution and the thermal history of the fault, regardless the values
of the two free parameters εSR and LSR. On the contrary, the time var-
iations of the permeability alone, in agreement to the Rice (1992)'s
model (Eq. (13)) cause large increases in ω that tend to anticipate

an instability and therefore tend to reduce the seismic cycle, as it
emerges from Fig. 8.

In Fig. 9 we report the results pertaining the incorporation of the
variations of both porosity and permeability (thought the implemen-
tation of the Kozeny–Carman's model; Eq. (14)). In this case we can
see significant reductions in the seismic cycle with respect to the ref-
erence configuration having constant properties. Indeed, the time
variations of the pore fluid pressure in the correspondence of the dy-
namic events are smaller in the case of the Kozeny–Caraman's model
and this ultimately leads to a reduction of the frictional resistance
(we recall here that τ=μ (σn−pfluid)) and this causes an anticipation
of the occurrence of earthquakes (Fig. 9a). Indeed, by looking at
Fig. 9b, we see that the time evolution of the porosity causes a small
increase in the hydraulic diffusivity during the intersesimic period
and a more relevant decrease in the correspondence of the instability
events. Conversely, the evolution of K tends to do the opposite (see
also Fig. 8b). The inclusion of the Kozeny–Caraman's model shows
that the evolution of K dominates that of Φ.

8. Temperature-dependence of constitutive parameters

As already discussed in Bizzarri (2011a), the two constitutive pa-
rameters appearing in the rate- and state-dependent friction laws
which basically controls the level of instability of a fault are a and b.
Physically, they account for the effects of thermally-activated expo-
nential creep occurring at the microscopic level and govern the mac-
roscopic processes of earthquakes, as well as the formation of faults
by strain rate localization. There are several evidences suggesting
that they can depend explicitly on the temperature (Blanpied et al.,
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1998; Nakatani, 2001), leading to a temperature-dependent rheology.
Here we consider a linear dependence of the constitutive parameter a
on the absolute temperature T:

a ¼ kB
Vah

T ð15Þ

where kB is the Boltzmann's constant (kB=1.38×10−23 J/K), Va is the
activation volume (Va=QΩkB/R, where Q is a dimensionless constant,
Ω is the effective molecular volume and R is the gas constant; Gordon,
1967; Sleep, 1997), h is the hardness (within the framework of the
classical adhesion theory, we have: h=Amσn/Aac, where Am and Aac

are the nominal and real contact area, respectively, and σn is the mac-
roscopic normal stress; Holm, 1946). We will emphasize that T is not
an experimental, externally-imposed condition, but it is due to the
frictional heating.

A typical evolution of the parameter a following Eq. (15) is
reported in Fig. 10a. In Fig. 10b–d we report the comparison between
a reference case with constant a (black curves) and a model with
time-variable a (red curves). The implicit time dependence of a
causes temporal changes in the two basic parameters controlling
the degree of instability of a fault:

�κ ¼ kcr
k

¼ B−A
kL

ð16Þ

and

β ¼ B
A

ð17Þ

in which A≡aσn
eff and B≡bσn

eff. The more �κ and β exceed 1 the more
unstable the fault is, i.e., peaks in v and the stress releases are larger.
In the simulations presented in Fig. 10b–d the effective normal stress
is temporally constant, so that β equals b/a and it has been
interpreted as the relative efficiency of the grain lattice in aiding fric-
tional sliding versus compaction (Sleep, 1997). The conditions
guaranteeing an unstable behavior (�κ > 1 and β>1) are not neces-
sarily satisfied when b is kept constant (b(t)=b0, ∀ t≥0) and only a
varies though time. Both configurations start from the same initial
conditions (Fig. 10c), defining a velocity weakening regime (β>1),
but as long as the system evolves the two cases diverge. In fact, we
can now observe that the peaks in v are significantly reduced, roughly
by a factor of 10 (Fig. 10b); remarkably, this reduction can solve the
physical paradox of extremely large slip velocities, often resulting
from numerical experiments (Noda et al., 2009). Moreover, this has
its counterpart in the diminution of the developed slip, suggesting
(in a more complex 3-D fault model) a decrease of the size (i.e., the
seismic moment, M0) of the earthquake events.

From Fig. 10c it is apparent that the stress released after each in-
stability is reduced with respect to the reference configurations,
while the minima of the slip velocity after the dynamic event are larg-
er. This implies that interseismic fault restrengthening is faster in the
case with variable a and therefore the seismic cycle is shorter in this
case; notably, the cycle time is significantly reduced (se also
Fig. 10b) from a value of 51 years to 25 years when a is varying. In-
deed, we can see from Fig. 10d that when a varies the system can
spontaneously reach the conditionally stable regime ( �κb1; see
Eq. (16) and Scholz, 2002) and even the velocity strengthening
regime (βb1; see Eq. (17)).

0.0

0.1

0.2

0.0E+00 2.0E+10 4.0E+10 6.0E+10
Time (s)

S
lip

 v
el

o
ci

ty
 (

m
/s

)

1.2E+07

1.5E+07

1.7E+07

Slip velocity (m/s)

Tr
ac

ti
o

n
 (

P
a)

0.010

0.015

0.020

0.025

1.E-16 1.E-10 1.E-04 0.0E+00 2.0E+10 4.0E+10 6.0E+10
Time (s)

P
ar

am
et

er
s

0.005

0.020

0.035

0 200 400 600 800 1000 1200 1400
Temperature (°C)

a

      Reference

      Variable a

a0 = 1.2708 × 10–2 b0 = 0.016

τ τ

Decelerating phase

Initial state
(v0,  0)

T
0 

=
 1

00
 °

C
 

b0 = 0.016

T
Vah

kBa=

a0 = 1.2708 × 10–2

V
elocity 

strengthening
V

elocity 
w

eakening

ss(v)

In
te

rs
ei

sm
ic

 fa
ul

t r
es

tre
ng

th
en

in
g

(a) (b)

(c) (d)

Fig. 10. (a) Evolution of the parameter awith the temperature, in agreement with Eq. (15). (b)–(d) Comparison between the reference model, with constant a (black curves), and a
model where the parameter a is varying (red curves). (b) Time histories of slip velocity; note the reduction of peaks in slip velocity roughly from 0.2 m/s to 0.02 m/s. (c) Phase
portrait (i.e., traction vs. slip velocity). The steady state traction for the reference configuration, defined as τss vð Þ ¼ μ�σ
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v


 �
, is reported in gray. (d) Time evolution

of the constitutive parameters a and b. The adopted parameters are those of Fig. 6, except for a0≡a(t=0) (which is reported in panel (a)), L=7 mm and 2w=1.5 mm. The addi-
tional parameters are: Va=(0.37 nm)3 and h=8 GPa. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Modified from Bizzarri (2011b).
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As an overall conclusionwe can state that a temperature-dependent
rheology described by Eq. (15) has relevant consequences in the dy-
namics of the fault and in particular influence the value of the cycle
time. This conclusion also agrees with the results discussed in
Section 4, where we have shown that a rate-, state- and temperature-
dependent friction exhibits shorter recurrence times with respect to a
classical rate- and state-dependent governing model (see Fig. 4).

9. Discussion

As pointed out by Allen (2007), the great challenge of natural haz-
ard reduction, and in particular of the earthquake hazard mitigation,
is represented by the relative infrequency of large events (i.e., the
long recurrence interval of these events), which provide only a limit-
ed data set for the study of the impacts of these events on the modern
cities. The concept of the cyclicity of the earthquake ruptures is the
theoretical assumption which founded the seismic gap method
(Kelleher et al., 1973) of earthquake forecasting (the utility of
which remains a matter of debate; see Allen, 2007 and references
cited therein). If we assume that a fault segment fails in a quasi-
periodic series of characteristic earthquakes (CEs), then the recur-
rence interval between the events can be estimated. This belief is in
line with the official earthquake prediction of the US National Earth-
quake Prediction Evaluation Council (Shearer, 1985; Jackson and
Kagan, 2006). The seismic gap method reported a great success in oc-
casion of the 1923 Kanto earthquake, the Nankaido earthquakes of
1944 and 1946 (Aki, 1980; Nishenko, 1989), as well as the 1968
Tokachi-Oki, 1969 Kuriles and 1971 central Kamchatka earthquakes
(Fedotov, 1965; Mogi, 1985). On the other hand, it is worth mention-
ing that, based on the evidence of recurrent earthquakes, Bakun
and Lindh (1985) predicted that the next earthquake at Parkfield,
California, was due in 1988 with a 95% confidence that it would
occur before 1993. However, a M 6.0 earthquake did occur on the
Parkfield segment of the San Andreas, but not until September 28,
2004 (Langbein et al., 2005 had then shown that it was of the same
magnitude of the previous event, but the characteristics of its rupture
were different). On the other hand, it should be mentioned that the
concept of CE has been often criticized, in that some authors claim
that it is a statistical artifact (e.g., Kagan, 1996; Kagan et al., in
press). Moreover, Kagan and Jackson (1995) show that the seismic
gap pattern could be rejected with the 95% confidence level.

As pointed out by Molchan et al. (1997), the time behavior of a CE
is treated as a nonpoissonian renewal process. In this framework, the
recurrence interval Tcycle makes it possible to expresses the probabil-
ity p of occurrence of earthquakes with magnitude exceeding M in a
given exposure time (e.g., Panza et al., 2011):

p tð Þ ¼ 1−e
− t

Tcycle : ð18Þ

It is evident from Eq. (18) that an adequate understanding of the
rate of the complexity of the earthquake recurrence is a key issue in
seismic hazard assessment. Unfortunately, the prediction of Tcycle for a
given seismic source is not still solved unequivocally. Nevertheless,
the concept of recurrence time has practical implications, since it signif-
icantly affects ground shaking probability estimates and the related
hazard maps, as shown by Zuccolo et al. (2011); the technical rules of
building construction in Italy (Norme tecniche di costruzione, 2008)
are presently based upon the concept of Tcycle (see Table 1 therein). It
is worth mentioning that in Italy we are still far from the development
of “dynamic, intelligent” buildings, integrated with early-warning sys-
tems, which can change their mechanical properties within a few sec-
onds to better withstand ground motion (active or semi-active
systems), as some engineering companies in Japan are developing
(Housner et al., 1997), and buildings equipped with passive systems
(base isolation, viscoleastic dampers, etc.).

Several attempts have been made in order to relate Tcycle to the
magnitude of an event. For small earthquakes Nadeau and Johnson
(1998) suggest the following scaling relation:

Tcycle∝M
1=6
0 ð19Þ

which has been also extended from the repeating earthquakes along
the Parkfield segment of the San Andreas fault to other tectonic envi-
ronments (Chen et al., 2007). This empirical relation requires that
either the stress drop, Δτ, and the long term slip velocity accommo-
dated by the fault segment, vL, or both can have some dependence
on M0. In Section 6 we have clearly demonstrated that the stress re-
lease can change during the entire life of the fault, depending on
the cumulated slip. In the idealized situation where Δτ and vL are con-
stant, Beeler et al. (2001) propose the relation:

Tcycle ¼
Δτ

2=3

1:81GvL
M

1=3
0 ð20Þ

where G is the shear modulus. Basically, Eq. (20) indicates that
Tcycle∝M0

1/3. Indeed, we know that the contact time-dependent fault
healing effects (e.g., Dieterich, 1972; Beeler et al., 1994; Marone et al.,
1995) can change the strength of a fault and therefore the critical tec-
tonic load required to reach the yield point causing each instability
(so that the amenable relation Tcycle∝vload, valid for a CE, no longer
hold). On the other hand, if Δτ is constant, to have the behavior of
Eqs. (19) and (20) indicates that it is necessary to have vload∝M0

1/6,
i.e., the ratio of the tectonic load released seismically and that released
aseismically is size-dependent, but this is under debate in the seismo-
logical community (e.g., Anooshehpoor and Brune, 2001).

At a more fundamental level, the ubiquitous, epistemic uncer-
tainties related to the state of that source (in terms of sliding speed
and mainly of stress) and those related to its governing equations
(describing deterministically the dissipative physico-chemical pro-
cess occurring therein) dramatically complicate the prediction of
the recurrence interval (Gabrielov and Keilis-Borok, 1983; Gabrielov
and Newman, 1994; Kagan, 1994; Kanamori, 2003). Moreover, the
frequent inaccessibility of a fault zone to direct measurements and
the heterogeneous state of the Earth further impose additional diffi-
culties (e.g., Geller et al., 1997). Measurements of the crustal defor-
mations near a given fault obtained from GPS and InSAR methods
can help us in determining the rate at which that fault is loaded. On
the other hand, laboratory experiments conducted in realistic condi-
tions and theoretical models of faulting illuminate us about the possi-
ble governing law for faults.

It is well known that the amplitude of the ground motions is physi-
cally related to the seismic moment of an earthquake. In engineering
analysis, in addition to the strongmotion duration, one of themost uni-
versal adopted parameters is the peak ground acceleration (PGA) com-
bined by a specific spectral shape (in this sense this engineering PGA is
not necessarily identical to the seismological PGA measured in a real
earthquake). We recall here that the use of PGA is disputable (see also
Klügel et al., 2009), since it is not appropriate for tall buildings – for
which the use of the peak ground velocity (PGV) is preferable, having
high natural periods – and because PGA is not always closely related
to the observed damage (Panza et al., 2011, 2012; Zuccolo et al., 2011;
see also Kossobokov and Nekrasova, 2012 and references cited therein),
contrary to the intensity (Klügel et al., 2009). On the other hand, it has
become increasingly evident that seismic hazardmaps generated by the
Global Seismic Hazard Assessment Program (GSHAP; www.seismo.
ethz.ch/static/GSHAP), inwhich orange and red colors indicate elevated
PGA with 10% probability of exceedance in 50 years corresponding to a
return period of 475 years, do not correctly give the seismic hazard, es-
pecially for disastrous earthquakes with M a [6.9, 8.6] (Wyss et al.,
2012; Kossobokov and Nekrasova, 2012; see also Zuccolo et al., 2011).
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Indeed, the relevant inconsistencies emerging from the systematic and
quantitative comparison between the GSHAP maps and the factual ef-
fects under strong earthquakes led Kossobokov and Nekrasova (2012)
to formulate a strict verdict of useless for this kind of probabilistic prod-
uct in the framework of any type of evaluation of the seismic hazard (it
has been found that GSHAP fails both in predicting expected ground
shaking and in describing past seismicity). Having inmind the substan-
tial differences existing between risk and hazard, risk reduction and
hazard mitigation (Panza et al., 2011), it is clear that standard hazard
maps (which basically provide the basis for the risk estimates), as
well as engineering practices, have to be critically revisited and scruti-
nized (Wyss et al., 2012). This led to the formulation, at regional and
local scales, of the so-called time-dependent neo-deterministic seismic
hazard analysis (NDSHA), which produces a set of seismic scenarios
(i.e., synthetic ground motion signals) based upon the physics of the
earthquake source and wave propagation models (Panza et al., 2001;
Zuccolo et al., 2011 and referenced cited therein).

Moreover, although the locations of most of the major active faults
that generate large earthquakes are known, unrecognized active
faults or unrecognized styles of deformation are likely to exist in the
Earth and it is problematic to quantitatively treat such uncertainties.
At the same time, we cannot exclude that the major changes in the
tectonics which are now occurring and which cause the rates of
plate motion will not apply in the next thousand years. Both these un-
certainties led Molnar (1979) to conclude that the historical record of
seismicity frommost regions is too short to allow an estimation of the
frequency of occurrence of major earthquakes with much confidence.
A typical example can be found in the M 9.0 Tohoku, Japan earth-
quake, which occurred in March 2011 in a region where only M 8.0
quakes were expected.

10. Conclusive remarks

In this paper we have discussed the various complications arising
in the determination of the recurrence time of earthquake events. We
adopt the simplest fault analog system, the one-degree-of-freedom
mass–spring model (e.g. Gu et al., 1984), which makes us able to
model the whole seismic cycle on a given fault structure in a compu-
tationally efficient way. The model adopted here is intentionally sim-
ple, because it disregards any possible complication arising from the
presence of heterogeneities in the rheological properties of the fault
system and from possible geometrical complexities. The results
obtained with this kind of analog fault model can be regarded as a
proxy of the true behavior of an extended seismogenic fault embed-
ded in a continuous medium. Several studies show that the mass–
spring analog model is able to capture the basic physics of the
seismogenic fault and of the dissipative process occurring during its
cycle (far of being exhaustive, see Rice and Gu, 1983; Gu et al.,
1984; Tse and Rice, 1986; Boatwright and Cocco, 1996; Roy and
Marone, 1996; Gomberg et al., 1997, 2000; Bizzarri, 2010, 2011a,
2012b).

We have shown that many different factors influence the determi-
nation of Tcycle (formally defined by Eq. (5)) which often makes this
concept misleading or fruitless.

(1) Fault interactions and stress triggering phenomena (Section 3)
probably are the most apparent causes of the complexity of the
seismic sequences and of the spatial distribution of epicenters.
Indeed, the stress redistribution arising from a causative fault
can activate neighboring structures and induce new events
(e.g., Gomberg et al., 1997) complicating the cyclicity of a CE.

(2) The analytical expression of the fault governing law, which de-
scribes the traction evolution during faulting and accounts for
the different, and mutually interacting, physico-chemical dissi-
pative processes (Bizzarri, 2009, 2011a), has serious conse-
quences in the determination of Tcycle. We have shown is

Section 4 that even if a single, isolated fault, starts from a
given initial state U, the choice of the constitutive models dra-
matically affects the resulting recurrence time. Remarkably,
this choice is not obvious and pertains to the epistemic uncer-
tainties, intimately related to the seismic source physics. The
challenging researches in this area, conducted both from a the-
oretical and an experimental approach, indubitably represent a
prominent contribution in the framework of the deterministic
description (i.e., physical forward modeling) of the earthquake
failures, but we do not still have a definitive answer to this im-
pelling question.

(3) A special role in the determination of the recurrence time
is represented by thermal pressurization of pore fluids
(e.g., Lachenbruch, 1980; see Section 5). Indeed, it has been
proved that TP affects not only the coseismic phase of the rup-
ture (Andrews, 2002; Bizzarri and Cocco, 2006), but also Tcycle
(Mitsui and Hirahara, 2009). In particular, we can conclude
that fluid-permeated faults, if the slipping zone thickness is of
millimeter size, systematically exhibit longer recurrence inter-
vals compared to dry faults or structure where TP is not active.

(4) In Section 6 we have shown that wear processes, resulting in
the widening of the slipping zone thickness, further complicate
the results obtained with TP. In this case Tcycle is no longer a
properly-defined quantity, in that it depends on the total cu-
mulative slip at a given time. In this case, the concept of recur-
rence interval becomes even misleading (Bizzarri, 2010),
because we cannot predict a priori the next occurrence of a
coseismic slip failure.

(5) During seismic faulting the variations of the hydraulic proper-
ties can also occur, as discussed in Section 7. In particular, the
permeability of the fault zone and its porosity can evolve
through time (Mitsui and Cocco, 2010; Bizzarri, 2012b). This
further complicates the determination of the seismic cycle
time, which tends to be reduced with respect to a reference
configuration with constant permeability and porosity.

(6) The Arrhenious nature of the so-called direct effect in the
framework of the rate- and state-dependent friction laws
(which expresses the dependence of the frictional resistance
on the slip velocity through the constitutive parameter a; see
for instance Gu et al., 1984) suggests a temperature-dependent
rheology of fault structures (Blanpied et al., 1998; Nakatani,
2001). In Section 8 we have shown that the interseismic fault
restrengthening is faster in the case of variable a and that
therefore the seismic cycle is shorter in this case.

Moreover, it should be noted that in addition to the processes con-
sidered in the present study, also some other possible mechanisms
(eventually still unknown) can contribute to affect the recurrence
time.

The conclusions discussed in this work represent another way to
demonstrate that earthquake recurrence does not follow an ergodic
stochastic process, as previously discussed by Klügel (2005, 2008,
2011). They also can contribute to the vigorous debate concerning
the concepts of characteristic earthquake and recurrence time within
a physical modeling of earthquake events. Indeed, we demonstrate
that the concept of recurrence time for earthquakes has severe limita-
tions and is not generally applicable. This puts under question the
current practice of building codes that are essentially based on
PSHA, which in turn rely on this concept (either the Gutenberg–
Richter low or the characteristic magnitudes). The currently widely
used assumptions of cyclicity (recurrence) of earthquakes are only
valid under very stable seismo-tectonic conditions and for isolated
fault conditions with respect to the dominating active faults in a re-
gion. Such conditions exist only for geologically very short time pe-
riods (the assumption of invariance of boundary conditions and (at
least) of only minimal changes of initial conditions do not hold for
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long time periods) and in seismo-tectonic settings with dominating
fault systems (for instance in subduction zones). Moreover, the anal-
ysis presented here confirms that the currently in use methods of
PSHA, and especially the use of probabilistic seismic hazard maps as
the basis of building codes, cannot be endorsed as the basis method-
ology for seismic risk reduction. This is especially true in the case of
cultural heritage buildings and critical structure, such as nuclear
power plants, where it is necessary to consider extremely long time
intervals.

Although earthquake engineering and seismology are relatively
juvenile disciplines the average chance of being killed in an earth-
quake is a factor of 3 less than it was in 1900 (by the way, since
1900, 12 earthquakes in China, Pakistan, Iran, Indonesia, Japan, Italy
and Peru caused more than 50,000 fatalities; Allen, 2007). The contin-
uous reduction of this factor is at the same time a challenge and a mo-
tivation for the near future, which should be pursued by combining
probabilistic and deterministic methodologies, as well as precursory
studies.
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