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a b s t r a c t

Numerical simulations are a fundamental tool to access the typical conditions attained during earth-
quake instabilities and to simulate the large number of dissipative processes taking places during
faulting. In this study we consider a single-degree-of-freedom spring-slider system, a simplified fault
model which can describe the whole seismic cycle and the dynamics of a fault with spatially homoge-
neous properties. We assume a rate- and state-dependent friction in which we incorporate the effects of
pore fluid pressure, thermally-pressurized as a consequence of the frictional heat produced during
sliding. We explore, in a single framework, the role of the time variations of the porosity, permeability or
both, ultimately leading to changes in hydraulic diffusivity, which has been recognized as one of the key
parameters in thermally-pressurized faults. Our synthetic ruptures show that the changes in the
hydraulic diffusivity only due to porosity variations do not markedly affect the earthquake recurrence
(cycle time), the traction evolution and the thermal history of the fault. On the contrary, when the
evolutions of both the porosity and the permeability are accounted for, the cycle time is significantly
reduced. This result has a clear implication in the context of the hazard assessment.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Recent laboratory experiments conducted at high slip velocities
(about 1 m/s, thus comparable with cosesimic rates) and at
moderate normal stresses (1e25 MPa, e.g., Sone and Shimamoto,
2009; Han et al., 2010; Di Toro et al., 2011) reveal a dramatic fault
weakening, basically consisting in a severe reduction of the coef-
ficient of friction (m) with respect to the so-called Byerlee’s value
(mw 0.6; Byerlee, 1978). Several efforts have been spent in order to
reproduce, at least qualitatively, this dramatic fault weakening by
numerical models (i.e., in simulated earthquake ruptures), which
has been proved to be more significant with respect to that pre-
dicted by classical, or canonical, formulations of governing models,
such as the slip weakening law (Ida, 1972) and rate- and state-
dependent friction laws (e.g., Ruina, 1983). As also pointed out by
Noda et al. (2009) (see also Lachenbruch, 1980), the two physical
phenomena most intensively studied are the thermally activated
pore fluid pressurization and the flash heating of micro-asperity
contacts. Experimental evidence of thermal pressurization (actu-
ally, thermochemical pressurization) has been reported by Ferri
et al. (2010) and by De Paola et al. (2011). We also mention here
that the contribution of thermal pressurization to the bulk weak-
ening, at least in these experiments performed in non-cohesive
ll rights reserved.
rocks at very low normal stresses (<2 MPa), is limited to 10e20% of
the total weakening (De Paola et al., 2011). The rest could be related
to the so-called powder lubrication process (see Han et al., 2010;
Reches and Lockner, 2010; Di Toro et al., 2011), which is not
completely understood and which therefore cannot be incorpo-
rated in our modeling.

Both these two mechanisms, the thermal pressurization and the
flash heating, have been adopted in the theoretical modeling of
earthquake faulting (Bizzarri and Cocco, 2006a,b; Rice, 2006; Beeler
et al., 2008;Bizzarri, 2009a;Nodaet al., 2009amongothers) and from
these studies it emerged that the twokeys parameters controlling the
time evolution of the fault traction are i) the spatial extension of the
slipping zone (where cosesimic slip localizes; Sibson, 2003), and ii)
the hydraulic diffusivity u (defined in next equation (4)).

Within the coseismic time scale (during which the stress is
released and the seismic waves are excited by the earthquake
source) the temporal evolution of the porosity tends to counter-
balance the effect of the thermal pressurization and it is able to
change the evolution of the traction within the cohesive zone
(Bizzarri and Cocco, 2006b). Under some special assumptions
(namely, when the slipping zone equals 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
uTa$f $

q
dwhere u is the

hydraulic diffusivity defined in next equation (4) and Ta.f. is the
period of the spring-slider systemdand when the parameter 3SR in
next equation (6) is large), these effects can eventually become
even more relevant during the whole seismic cycle, as recently
illustrated by Mitsui and Cocco (2010).

mailto:bizzarri@bo.ingv.it
www.sciencedirect.com/science/journal/01918141
http://www.elsevier.com/locate/jsg
http://dx.doi.org/10.1016/j.jsg.2011.07.009
http://dx.doi.org/10.1016/j.jsg.2011.07.009
http://dx.doi.org/10.1016/j.jsg.2011.07.009


A. Bizzarri / Journal of Structural Geology 38 (2012) 243e253244
In this paper we will consider the effects on the traction
evolution of the time variations of the hydraulic diffusivity. In turn,
the latter are caused by temporal changes of porosity and perme-
ability, from which u depends (see equation (4)). In particular, we
will analyze the effects of the changes of u with time on the
evolution of the system in terms of the sliding velocitydwhich
determines the recurrence time (Tcycle), defined as the time interval
separating two subsequent instabilitiesd, of the traction evolution
and of the thermal history of the fault.
2. Solution of the elasto-dynamic equation

In the present study wewill consider the spring-slider (or mass-
spring) analog fault model, where a block of mass m (per unit
surface) is subject to an external load (expressed by the temporally
constant loading rate _s0 ¼ kvload) and slides on a planar slipping
zone of thickness 2w against a frictional resistance s. The second
law of dynamics (i.e., the equation of motion) for such a system is
that of a harmonic oscillator:

m€u ¼ kðuload � uÞ � s (1)

in which the overdots indicate the time derivatives, k denotes the
elastic constant of the spring (mimicking the elastic behavior of the
medium surrounding the fault), uload is the displacement of the
loading point (which moves at the prescribed velocity vloadh _uload)
and u is the displacement (which can be associate with the fault
slip). The left-hand side term in equation (1) represents the inertia,
which is accounted for only when the sliding velocity vh _u exceeds
a critical value vc; below vc the quasi-static regime is considered,
Fig. 1. Schematic representation of the fault analog model adopted in the present study. In ag
surrounded by a damage zone. For simplicity we assume that 2w is temporally constant.
permission of American Geophysical Union.
while above vc we solve the complete system, as in Bizzarri (2010a).
This implies a reduction of computational time and, moreover, the
quasi-static regime solution agrees very well to the complete solu-
tion (where inertia is considered over the whole range of sliding
velocity), as discussed in detail by Bizzarri and Belardinelli (2008).
Fig. 1 schematically shows the fault model just described.

The traction s specifies the constitutive law which governs the
fault (see Bizzarri, 2009b, 2011c); here we assume the following
rate- and state-dependent model (Linker and Dieterich, 1992):
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where a, b, L and aLD are the parameters accounting for the so-
called direct effect of friction, its evolutionary weakening the
relaxation of the state variable J and the coupling between J and
the effective normal stress (seffn ¼ sn � pfluid, sn being the tectonic
load and pfluid being the pore fluid pressure), respectively. To better
understand the effects of permeability and porosity evolutions on
the system we assume here that all these constitutive parameters
(a, b, L, aLD and sn) are constant through time; the role of temporal
variations of a and b are discussed in Bizzarri (2011b). The evolution
law for the state variable (also named ageing law) permits the
friction to evolve on stationary contacts, in agreement with labo-
ratory observations of Beeler et al. (1994).

In this work, accordingly to previous papers (Bizzarri and
Belardinelli, 2008 and references cited therein) we define the
reement with geological observations (e.g., Sibson, 2003) a slipping zone of width 2w is
From Bizzarri (2010a). Copyright 2010 American Geophysical Union. Reproduced by



Table 1
Reference parameters adopted in the present study. Initial conditions refer to t ¼ 0.

Parameter Value

Model parameters
Tectonic loading rate, _s0 ¼ kvload 3.17 � 10�3 Pa/s (¼1 bar/yr)
Machine stiffness, k 10 MPa/ma

Period of the analog freely
slipping system,
Ta:f : ¼ 2p

ffiffiffiffiffiffiffiffiffi
m=k

p
5 s

Critical value of the sliding
velocity above which the dynamic
regime is considered, vc

0.1 mm/s

Threshold value of the sliding
velocity defining the occurrence
of an instability, vl

0.1 m/sb

Fault constitutive parameters
Initial effective normal stress,

seffn0
¼ sn � pfluid0

30 MPa

Logarithmic direct effect parameter, a 0.010
Evolution effect parameter, b 0.016
Characteristic scale length for

the state variable evolution, L
1 � 10�2 m

Coupling between pore fluid
pressure and state variable, aLD

0.53

Reference value of the friction
coefficient, m*

0.56

Reference value of the sliding velocity, v* 3.17 � 10�10 m/s
Initial slip velocity, v0 3.17 � 10�10 m/s
Initial value of state variable, J0 Jss(v0) ¼ L/v0 ¼ 31.55 � 106 sc

Initial shear stress, s0 sssðv0Þ ¼ m*seffn0 ¼ 16:8 MPac

a With the adopted constitutive parameters this corresponds to an unstable
regime, in that k < kcr h (b � a)sneff/L ¼ 18 MPa/m (Gu et al., 1984).

b In agreement with Bizzarri and Belardinelli (2008) and references cited therein.
c The system starts at t ¼ 0 from its steady state (at a generic time t* the steady

state is defined by the condition ðd=dÞtJt¼t* j ¼ 0).

Table 2
Reference parameters pertaining to the thermal pressurization model and to the
evolution laws for porosity and permeability. In the simulations with time variable
porosity and permeability we use equations (6), (9) and (11) in order to start at t ¼ 0
with values of K, F and u identical to those pertaining to the reference case (K0, F0

and u0).

Parameter Value

Thermal pressurization model (equation (3))
Initial temperature, T0 100 �C
Initial permeability, K0 5 � 10�17 m2

Initial hydraulic diffusivity, u0 0.02 m2/s
Initial porosity, F0 0.025
Heat capacity for unit volume

of the bulk composite, c
3 � 106 J/(m3 �C)

Thermal diffusivity, c 1 � 10�6 m2/s
Dimensionless parameter g 0.5
Dynamic viscosity of the fluid, hfluid 1 � 10�4 Pa s
Isothermal coefficient of compressibility

of the fluid, bfluid
1 � 10�9 Pa�1

Slipping zone thickness, 2w 2.2 mm
Porosity evolution law (equation (5))
Reference value for the porosity, F* 0.025
Coupling (sensitivity) parameter, 3SR 1.7 � 10�4

Characteristic scale length
for porosity evolution, LSR

1 � 10�2 m (¼L)

Permeability evolution e Rice’s law (equation (8))
Reference value for the permeability, K* 1.35914 � 10�16 m2

Reference value for the normal stress, sn* 30 MPa
Permeability evolution e KozenyeCarman’s law (equation (10))
Dimensionless parameter KKC 3.042 � 10�4

(Average) diameter of grains, D0 0.1 mm
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time of an instability the instant when the sliding velocity
exceeds a threshold value vl (note that vl is conceptually and
numerically different with respect to the critical velocity vc
which, as discussed above, discriminates between quasi-static
and dynamic regimes).

In a thermally-pressurized, fluid-saturated fault zone pfluid
evolves accordingly to the following relation (see Bizzarri and
Cocco, 2006b for analytical details):

pfluidðtÞ ¼ pfluid0
þ
Zt
0

dt0
(
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u� c
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(3)

in which t is the time (t � 0), pfluid0
is the initial pore fluid pressure,

c is the thermal diffusivity, erf(.) is the error function, g is
a dimensionless constant, w is the half-thickness of the slipping
zone (Sibson, 2003; see also Fig. 1), bfluid is the isothermal coeffi-
cient of compressibility of the fluid, F is the porosity and u is the
hydraulic diffusivity, which is defined as:

u ¼ K
hfluidbfluidF

(4)

where K is the permeability of the medium and hfluid is the dynamic
viscosity of the fluid (e.g., Andrews, 2002). The hydraulic diffusivity
can change through time (thus exhibiting an implicit time depen-
dence) due to temporal variations of porosity and permeability, as
we will discuss is next sections 3 and 4, respectively.

The isothermal coefficient of compressibility of the fluid is
defined as the inverse of the bulk modulus of elasticity of the
fluid; namely: bfluid ¼ ð1=rfluidÞðvrfluid=vpfluidÞjT¼const, where
rfluid is the cubic mass density of the fluid and partial derivatives
are calculated for constant temperature (Batchelor, 1967). In
general, bfluid depends on the confining pressure and on the
temperature (see Lachenbruch, 1980; his Fig. 1, and references
cited therein and also Garagash and Rudnicki, 2003). This
dependence is non linear and an analytical, quantitative inter-
pretation of the reported datadwhich is necessary in order to
include these variations in our modeldis presently missed;
therefore we have adopted an average value for the isothermal
compressibility (see Table 2) representative of the whole range
of temperatures and confining stresses realized in our numerical
experiments.

Also the dynamic fluid viscosity can change due to temperature
variations. If the fluid is pure water, an empirical description of this
variation is expressed by the following relation: hfluid ¼ A10B=ðT�CÞ,
where the temperature T is in K, A ¼ 2.414 � 10�5 Pa s, B ¼ 247.8 K
and C ¼ 140 K (see Seeton, 2006 for a review). We will discuss this
issue in Appendix A.

In the special case of temporally-constant porosity (i.e., for
F(t)¼ F(t¼ 0)hF0,ct� 0) the last integrand term in equation (3)
vanishes and therefore equation (3) simply reduces to the equation
(9) of Bizzarri and Cocco (2006a). We also emphasize that for
constant porosity the values of pfluid are always positive, as
Appendix B discusses. On the contrary, time variations of F can in
principle counterbalance the effects of the heat source term
ðg=2wÞsy, ultimately leading to negative values of the integral in
equation (3) and therefore causing a dilatant hardening effect
(namely, negative pressure changes; Dpfluidhpfluid � pfluid0

< 0).
In the numerical experiments presented and discussed in this
paper the adopted parameters are listed in Tables 1 and 2, unless
otherwise specified, while numerical details are summarized in
Appendix C.
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3. Porosity evolution

The porosity of a porous material (rock or sediment) is the
dimensionless ratio between the current fraction of voids (pore
volume; Vvoids) with respect to the total volume (Vtot) of the
material: F ¼ Vvoids=Vtot. By definition, F (sometime indicated
with the symbol n) falls in [0,1]; F < 0.01 for solid granite and
F> 0.5 for clay (e.g., Paterson andWong, 2005). Fault zone porosity
is expected to change during a cosesimic process due to the
formation of the new cracks, changes to ineffective (or isolated) to
effective (or connected) porosity (rearrangement of the intercon-
nection chains between existing voids), grain size comminution,
gouge evolution, etc. The time variations of F ultimately accounts
for both frictional dilatancy ð _F > 0Þ and ductile compaction
ð _F < 0Þ: As comprehensively discussed by Bizzarri (2009b), in the
literature several analytical expressions of the time evolution of the
porosity have been introduced; in this study we adopt the widely
used model proposed by Sleep (1995); see also Segall and Rice
(1995), which is based on the critical state concept in soil
mechanics, postulating the existence of a steady state porosity. In
particular,F is assumed to be directly controlled by the evolution of
the state variable J:

F ¼ F� � 3SRln
�
Jy�
LSR

�
(5)

where F* is a reference value for porosity and 3SR is a sensitivity
parameter (or dilatancy coefficient, roughly ranging between
5 � 10�5 and 3 � 10�4; see Samuelson et al., 2009), which controls
the amount of variation of F and which physically represents
ameasure of porosity changes caused by velocity variations (namely
is: 3SR ¼ DF/D ln(v)). We assume here the same value of F* adopted
in previous studies (Andrews, 2002; Bizzarri and Cocco, 2006b;
Mitsui and Cocco, 2010). LSR is a characteristic scale length for the
time evolution ofF; laboratory experiments byMarone et al. (1990)
indicate that in response to steps in slip velocity the porosity evolves
toward a new steady state over a distance comparable to the
evolution distance for the friction resistance (L). It is worth
mentioning that the evolution law equation (5) refers to inelastic
changes on pore volume (in other words the quantity F in equation
(5) should be regarded as the plastic component of porosity). The
inclusion of a thermoelastic part, due to changes of pore pressure
and temperature with respect to the initial conditions, can eventu-
ally increase the effect of the plastic component of the porosity
(Segall and Rice, 2006).

By considering the adopted initial conditions of the system (see
Table 1), F* is related to F0 via the following relation:

F* ¼ F0 þ 3SRln
�

L
LSR

�
(6)

We perform some numerical experiments by considering equation
(5) and different values of the two relevant parameters, 3SR (by
keeping LSR ¼ 1 mm) and LSR (by keeping 3SR ¼ 1.1 � 10�4). The
results are reported in Figs. 2 and 3, respectively. A first outcome is
that as the sensitivity parameter 3SR increases we cannot observe
a systematic trend in the peaks of slip velocity and in the recurrence
time (Fig. 2a). Moreover, we can clearly see that, as expected, as 3SR
increases the variations of the porosity are larger (Fig. 2c). Corre-
spondingly, the temporal changes of the hydraulic diffusivity are also
larger, as predicted by its definition (see equation (4)).We recall here
that we keep constant permeability and fluid viscosity in these
simulations. However, the values attained by the effective normal
stress (and thus by the fault traction) are not markedly different
from those predicted by the reference model (black line in Fig. 2), in
which we consider the thermal pressurization, but we keep the
porosity (and thus u) constant. At the same time, the temporal
evolution of the fault temperature (Fig. 2b), which is expressed by

TðtÞ ¼ T0 þ
1

2cw

Zt
0

dt0 erf

 
w

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cðt � t0Þ

p
!
sðt0Þyðt0Þ (7)

(Bizzarri and Cocco, 2006a; c is the heat capacity per unit volume of
the bulk composite), confirms that the time evolution of the
porosity is not able to significantly change the thermal history of
the fault. We can also observe that in all cases the maximum
temperature developed by frictional heat is roughly 1300 �C, which
can cause the melting of rocks. However, the developed tempera-
ture does not exceed the effective melting temperature, above
which the viscous rheology governs the fault (Bizzarri, 2011a).
Although the presence of pseudotachylytes (solidified friction
melts) decorating some exhumed faults suggests that friction
melting occurs during some earthquakes, the abundance of pseu-
dotachylyte remains debated (Sibson and Toy, 2006; Di Toro et al.,
2006; Kirkpatrick et al., 2009). By reducing the size of the slip-
ping zone thickness, the effective melting temperature can be
exceeded, a continuous melt layer is then formed and the viscous
rheology becomes paramount with respect to the Coulomb friction.
Here we prefer to restrict our analysis to Coulombian rheology, in
order to better focus on the effects of the variations of hydraulic
diffusivity, permeability and porosity.

Compared to 3SR, the changes in the length scale LSR have rela-
tively smaller effects on the fault system. In particular, the varia-
tions of the porosity (and thus those of the resulting hydraulic
diffusivities) are smaller (compare Fig. 3c with Fig. 2c). At the same
time, we cannot observe systematic trends in the recurrence time
(Fig. 3a) and in the thermal history of the fault (Fig. 3b).

As an overall conclusion, we have seen that time variations of
hydraulic diffusivity only due to porosity changes (we recall that F
evolves accordingly to the model of Sleep (1995); equation (5)) do
not markedly affect the earthquake recurrence (cycle time), the
traction evolution and the thermal history of the fault.

4. Time evolution of the permeability

4.1. The Rice’s model

The permeability physically represents a measure of the ability
of a porous rock or an unconsolidated material to transmit fluids. It
is often expressed through the hydraulic conductivity (k) via
K ¼ kðhfluid=rfluidgÞ, where rfluid is the cubic mass density of the
fluid and g is the acceleration of gravity. In the special case of
a single-phase porous material the permeability is an intensive
property, i.e., it is a function of the material structure only and, as
such, it is scale invariant (it does not depend on the amount of the
porous material or on the system size). This is not the case in
geological systems, where larger system sizes generally have larger
conduits for fluid flow. Permeability enters as a part of the pro-
portionality constant in the Darcy’s law, expressing the volumetric
flow rate of the fluid per unit area (qz, also named Darcy’s velocity)
as a function of the pressure gradient (in one dimension we have:
qz ¼ �ðK=hfluidÞðd=dz

Þpfluid). The estimation of the permeability is

of pivotal importance in many areas of Earth sciences, thermal
pressurization of pore fluids, magma degassing, hydrocarbon
recovery, etc.

Unfortunately, though permeability measurements were per-
formed in different rock types (e.g., Zhang et al., 1999; Faulkner and
Rutter, 2001, 2003; Wibberley and Shimamoto, 2003), because of
technical difficulties, this fundamental parameter is difficult to



Fig. 2. Effects of the time evolution of the porosity F, which evolves accordingly to equation (5). In this case we have considered different values of the parameter 3SR (values are
indicated in the legend of panel (a)) with LSR ¼ 1 mm. Time histories of the slip velocity (panel (a)), of the temperature change with respect to the initial temperature T0 (see
equation (7); panel (b)), of the porosity (panel (c)), of the resulting hydraulic diffusivity (see equation (4); panel (d)), of the fault traction (panel (e)) and of the effective normal stress
(panel (f)). Unless otherwise specified, in this and in the next figures all the parameters are those listed in Tables 1 and 2 and the reference case corresponds to a thermally-
pressurized fault with constant porosity and permeability (K(t) ¼ K0 and F(t) ¼ F0, ct � 0).
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estimate at seismic deformation conditions (i.e., for slip rate of 1m/s).
A first attempt was done by Tanikawa et al. (2012), but data are still
very preliminaryand cannot be incorporated in themodels discussed
here.

Local variations of the rock permeability have been inferred
from observations of natural faults and from laboratory samples
(Jourde et al., 2002; Brace et al., 1968; Huenges and Will, 1989). In
this work we will consider two different evolution laws for
permeability. The first, essentially due to Rice (1992), postulates an
explicit dependence of K on the effective normal stress:

KðtÞ ¼ K�e�
seffn ðtÞ
sn� (8)
inwhich K* and sn* are reference values of permeability and normal
stress, respectively. The second evolution law for the permeability
is presented in section 4.2. The same relation was confirmed by
Wibberley and Shimamoto (2005) for rocks sampled from the fault
core of the Median Tectonic Line (Japan). For a given value of sn*, K*

is related to the initial permeability K0 h K(t ¼ 0) as follows:

K� ¼ K0e
seffn0
sn� (9)

We explore the effects of the time variations of K according to
equation (8) by changing the sensitivity parameter sn*; the results
of the numerical experiments are reported in Fig. 4. Large increases



Fig. 3. The same as in Fig. 2, but now with different values of the length scale LSR. (values are indicated in the legend of panel (a)). In this case 3SR ¼ 1.1 � 10�4.

Fig. 4. Effects of the variation of the permeability K, which is assumed to evolve as described by equation (4). Time histories of the slip velocity (panel (a)), of the temperature
change (panel (b)), of the permeability (panel (c)) and of the resulting hydraulic diffusivity (panel (d)). The porosity is constant in this case (F(t) ¼ F0, ct � 0).

A. Bizzarri / Journal of Structural Geology 38 (2012) 243e253248
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in u (reported in Fig. 4d) tend to anticipate an instability, thus
reducing the seismic cycle, as it emerges from the location of the
slip velocity peaks reported in Fig. 4a. As in the previous simula-
tions, the thermal history of the fault is similar to the reference case
(with constant hydraulic diffusivity) in that the peaks in T are
roughly the same (Fig. 4b). We can see that as long as sn* decreases
the variations of K are more relevant (Fig. 4c); correspondingly, the
changes in u are also more relevant (Fig. 4d).

4.2. The KozenyeCarman’s model

The second evolution for K we consider consists in the Koze-
nyeCarman’s model, which directly relates the permeability to the
porosity (Kozeny,1927; Carman,1937). This amenable link between
media properties and flow resistance inside pore channels suffers
of the intrinsic difficulty of evaluating in detail the spatial shape of
the channels and their distribution. Among the large number of the
formulations of the KozenyeCarman’s relation (see also Costa,
2006 for a discussion) we adopt here the following equation:

KðtÞ ¼ KKC
ðFðtÞÞ3

ð1� FðtÞÞ2
ðDðtÞÞ2 (10)

being KKC a dimensionless parameter (which generally depends on
the material; see Costa, 2006 and references cited therein) and D
the (average) diameter of grains (ranging between 4 � 10�5 m and
1 � 10�4 m; see Niemeijer et al., 2010). The explicit time depen-
dence of D in equation (10) accounts for possible gouge refinement
Fig. 5. Effects of the variations of the permeability, which now follows equation (10); in this c
velocity (panel (a)), of the effective normal stress sneff ¼ sn � pfluid, with pfluid as in equation
and of the resulting hydraulic diffusivity (panel (d)).
and fragmentation; in the present approach, however, we will
simply consider a constant diameter D ¼ D0 (therefore equation
(10) is equivalent to the relation KðtÞ ¼ K 0

KCððFðtÞÞ3=ð1� FðtÞÞ2Þ,
with K 0

KChKKCD2
0). We do not want overemphasize that in this case

only a time variable porosity causes temporal changes in K. Finally,
we note that, for a given diameter, at t ¼ 0 it holds:

KKC ¼ K0

D2
0

ð1� F0Þ2
F3
0

(11)

We report in Fig. 5 the results obtained by comparing a reference
case, with both porosity and permeability temporally constant
(black lines), a situation when only F is evolving according to
equation (5) (red lines) and a case in which both F and K evolve (in
the latter configuration K follows equation (11); blue lines). While
in the case of constant permeability the time evolution of the
porosity does not alter the whole behavior of the fault (as already
observed in section 3), by considering both the variations ofF and K
we can see that the cycle time is reduced (Fig. 5a). As a result, the
time variations of the pore fluid pressure in the correspondence of
the dynamic events are smaller in the case of the KozenyeCarman’s
model with respect to the other simulations (Fig. 5b). This ulti-
mately leads to a reduction of the frictional resistance (we recall
here that s ¼ m(sn � pfluid)) and this causes an anticipation of the
occurrence of earthquakes (Fig. 5a). Indeed, by looking at Fig. 5d,
we see that the time evolution of the porosity causes a small
increase of the hydraulic diffusivity during the interseismic period
and a more relevant decrease in the correspondence of the
ase also the porosity changes through time, as in equation (5). Time histories of the slip
(3) (panel (b)), of the permeability, with inset reporting that of the porosity (panel (c)),
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instability events (see also previous Figs. 2d and 3d). Conversely,
the evolution of K tends to do the opposite (see also Fig. 4d). The
inclusion of the KozenyeCarman’s model shows that the evolution
of K dominates that of F.

5. Discussion and conclusions

In this paper we have considered the spring-slider dashpot
model to numerically model the whole cycle of a fluid-saturated
seismogenic fault, obeying a rate- and state-dependent friction. In
particular, we assumed that the fault is described by the Link-
ereDieterich’s constitutive model (equation (2)), in which the pore
fluid pressure evolution is given by the analytical solution of
Bizzarri and Cocco (2006a,b; equation (3)).

Rockefluid interaction is an important phenomenon connected
with tectonic instability, in that faulting processes affect the fluid
pressure and the fluid pressure concurs to approach faulting
conditions (e.g., Engelder and Lacazette, 1990; Merlani and Natale,
2001; Jonsson et al., 2003). In the thermal pressurization model the
two most important parameters controlling the time evolution of
the fault traction are the size of the slipping zone where the
deformation is concentrated (2w; see Fig. 1) and the hydraulic
diffusivity (u; see equation (4)). It has been shown that the
temporal variations of w due to wear processes can significantly
modify the duration of the seismic cycle (inter-event time),
complicating the predictability of a subsequent instability event,
even in the simplest (and idealized) configuration of a single and
isolated fault (Bizzarri, 2010a).

The main focus of the present paper is on the time variations of
the hydraulic diffusivity. Actually, u can change as a consequence of
permeability and porosity changes or both (see sections 3 and 4).
Large variations of u are concentrated within the time window of
the dynamic instability, during which large changes of effective
normal stress and state variable (and therefore those of perme-
ability and porosity) occur.

Permeability and porosity evolve during the seismic cycle also for
chemical effects (e.g., fault healing and sealing due to mineral
precipitation). The effectiveness of these healing processes is evident
in field studies of exhumed seismogenic faults but also recognized in
the evolution of the vP/vS ratio in the fault zone with time after
moderate to large earthquakes. These permeability changes can have
relevant effects in the rheology of the fault, in earthquake recurrence
time (they control the elastic stiffness and the capacity of the wall
rocks to store the elastic strain energy), in the potential activation of
the weakening mechanism during coseismic slip, and in the seismic
cycle in general (Rutter, 1976; Gratier et al., 2003, 2009; Gratier, in
press). In the present study we neglect these chemical effects in
that we do not presently have a mathematical model to properly
interpret the information mentioned above.

Due to the point-like nature of the presently adopted fault
analog model we disregard any complication arising from the
spatial heterogeneities of u that have been considered in a different
study (Noda and Lapusta, 2010). This model is very idealized, but
nevertheless it can be useful to gain some understanding of the role
of different physical effects.

Our numerical experiments show that the time variations of the
hydraulic diffusivity only caused by the evolution of the porosity
(we have assumed in this paper that F evolves accordingly to the
model of Sleep (1995); see equation (5)) do not significantly affect
the earthquake recurrence (cycle time), the traction evolution and
the thermal history of the fault (Figs. 2 and 3). This result agrees
with previous findings of Mitsui and Cocco (2010).

Moreover, the time variations of the permeability alone, in
agreement to the Rice (1992)’s model (equation (9)) cause large
increases in u that tend to anticipate an instability and therefore
tend to reduce the seismic cycle (Fig. 4). As in the previous case,
the thermal history of the fault is similar to the reference case
(with constant hydraulic diffusivity) in that the peaks in T are
roughly the same.

On the contrary, we have shown that the incorporation of
variations of both porosity and permeability (thought the imple-
mentation of the KozenyeCarman’s model; equation (10))
produces a significant reduction in the seismic cycle (Fig. 5). This
result might have relevant implications in the context of hazard
assessment and damage mitigations scenarios.

As a further development of this work it would be interesting to
test different evolution equations for the porosity (see Bizzarri,
2009b and references cited therein for a review) as more obser-
vation constraints will be available. Additionally, other weakening
mechanisms, different from the thermal pressurization of pore
fluid considered heredthe powder lubrication (Han et al., 2010,
2011; De Paola et al., 2011; Reches and Lockner, 2010; Di Toro
et al., 2011), the elastohydrodynamic lubrication (Brodsky and
Kanamori, 2001) and chemical mechanisms (Sulem and Famin,
2009; Brantut et al., 2010)d, will be considered in future works.
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Appendix A. Effects of the temperature on the dynamic fluid
viscosity

As mentioned in section 2, the dynamic viscosity of the fluids
hfluid can change with the ambient temperature. For water an
empirical relation describing such a variation reads:

hfluid ¼ A 10
B

T�C (A.1)

where the temperature T is now expressed in K and the empirical
constants are: A ¼ 2.414 � 10�5 Pa s, B ¼ 247.8 K and C ¼ 140 K (see
Seeton, 2006 for a review). The behavior of the dynamic viscosity as
predicted by equation (A.1) is reported in Fig. A.1a, for the typical
temperatures realized in our numerical experiments.

The resulting hydraulic diffusivity changes, as expected from
equation (4), as the temperature due to sliding evolves; this is
visible from Fig. A.1d. The variations of u are smaller than those
observed in the configurations where permeability or porosity vary
(see Figs. 2d, 3d and 4d and 5d). Accordingly, the time evolution of
the sliding velocity is very similar in the two cases (Fig. A.1b)
because the variations of the effective normal stress are also small
(Fig. A.1c). We can note that, due to the different value of the
dynamic fluid viscosity at t¼ 0, the system has a different evolution
at the beginning of the life of the fault. When the system enters in
its limiting cycle, then the inter-event time is the constant in both
the cases.

Appendix B. Positiveness of the pore fluid pressure in the
absence of porosity changes

Let we consider the pore fluid pressure evolution in the special
case of temporally-constant porosity. Under this hypothesis equa-
tion (3) becomes:



Fig. A.1. (a) Evolution of the dynamic viscosity of the water as a function of the temperature T in the range covered by the simulations presented in the paper. The black line
represents the empirical relation (A.1). For comparison, the assumed value of hfluid is superimposed as dashed gray line. Panels (b) to (d) reports the comparison between the
reference configuration, with constant viscosity (black lines), and the case where hfluid varies with T accordingly to equation (A.1) (red curves). (b) Evolution of the sliding velicity. (c)
Effective normal stress. (d) Resulting hydraulic diffusivity.
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where Chw=ð2 ffiffiffiffiffiffiffiffiffiffiffi
t � t0

p Þ. For all times t0 the integrand function is
positive, because s and v are positive by definition and u > c.
Moreover, it holds:
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In fact, by considering the Taylor expansion of the error function at
the first order, we can rewrite equation (B.2) as follows:

Cffiffiffi
c

p
Cffiffiffiffi
u

p
<

u

c
(B.3)

Equation (B.3) is obviously satisfied because u/c> 1.We emphasize
that the positiveness of pfluid holds also in cases when hydraulic
diffusivity changes through time.
Appendix C. Numerical solution of the elasto-dynamic
problem

The elasto-dynamic problem for our 1-D fault system is solved
numerically by using the fourth-order RungeeKutta algorithmwith
auto-adaptive time stepping (Press et al., 1992). Our numerical
code, which implements the algorithms RKQC and RK4 of Press
et al. (1992) gives the same results as the ODE45 routine in
Matlab� (see Matlab� documentation), used by other authors (e.g.,
Kato, 2001; de Loremzo and Loddo, 2010). Namely, we numerically
integrate the equation of motion (1), coupled with the constitutive
equations (2) and (3).

We simply recall here that the analytical solution (3) expresses
the temporal evolution of the pore fluid pressure as a function of
the slip velocity and traction history. This equation been derived in
Bizzarri and Cocco (2006b), by considering the mass conservation,
spatially homogeneous properties of fault zone (namely the
dimensionless parameter g in equation (3), the fluid compress-
ibility, the porosity and its time derivative do not depend on the
spatial coordinates). In the thermal pressurizationmodel of Bizzarri
and Cocco (2006a,b) the fluids migrates in a direction perpendic-
ular to the fault. Equation (3) also assumes that advective terms are
neglected, but the error is expected to be small, as discussed by
Andrews (2002).

The scale length of equation (3) is the thermal boundary layer,
which is expressed as dt ¼ ffiffiffiffiffiffiffiffiffiffi

2ctd
p

, where c is thermal diffusivity of
rocks and td is the duration of slip (e.g., Fialko, 2004); typically,
d w few centimeter. More recently, Mitsui and Cocco (2010)
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introduced another scale length to characterize the thermal pres-
surization process, which is the hydraulically activated layer

dh ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
u Ta:f :

q
, where u is the hydraulic diffusivity and Ta.f. is the

period of the analog freely slipping system (see Table 1). For our
reference parameters, dh ¼ 0.63 m.

The quantity sy=2w appearing in equation (3)dand in the
evolution of the temperature developed by frictional heat as well
(equation (7))drepresents the time variable heat input, under the
assumption that all work spent during sliding is dissipated through
frictional heating. This is quite reasonable, as discussed in more
detail in Pittarello et al. (2008).

Formally, to obtain the analytical solutions (3) and (7), we solve
the 1-D Fourier’s heat conduction equations with a heat source
function which equals sy=2w within the slipping zone thickness 2w
where the deformation is concentrated and vanishes outside 2w. In
the literature (e.g., Andrews, 2002; Noda et al., 2009) it has been also
considered a Gaussian-shaped heat source function, in which the
heat decreases as a Gaussian function as the distance from the center
of the slipping zone increases. A synoptic comparison between these
two heat source models (Bizzarri, 2010c) revealed that the resulting
time histories of the temperature variations due to fault slip
converge to the same result for small values of 2w (namely, for
w < 0.01 mm for typical parameters), while the Gaussian-shaped
function tends to predict lower temperatures than those obtained by
adopting the source function used in the present study. Both the
above mentioned heat sources are more realistic generalization of
the frictional heating model which assumes that all the developed
heat is concentrated on a mathematical plane having null thickness
(e.g., McKenzie and Brune, 1972; Richards, 1976; Kato, 2001). The
latter predicts overestimates of the developed temperatures, as
shown by Bizzarri (2010b).

The hydraulic diffusivity u appearing in equation (3) is defined
in equation (4). Depending on the configurations we consider, such
an equation is then coupled with equations (5), (8) and (10), which
account for possible time variations of porosity and permeability.

As mentioned in section 2 for sliding velocity lower than the
critical value of vc ¼ 0.1 mm/s the quasi-static equation is solved; in
this case the left hand side member of equation (1) is taken as zero,
in that inertial effects are neglected in the pre-seismic and inter-
seismic phases.
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